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ABSTRACT: As internal tides propagate in the ocean, they carry and dissipate energy over

hundreds and even thousands of kilometers. In relatively shallow seas the low vertical mode

internal tide can evolve to form solitary waves whose surface signature can be detected by satellites

as regions of high and low reflectance where the surface is roughened or smoothed respectively

by horizontally convergent and divergent flows induced by the waves. To gain insight into what

processes lead to the observation of internal solitary waves by satellites, we perform fully nonlinear

simulations in three dimensions to examine the evolution of horizontally propagating, vertical

mode-1 internal tides as it depends on wave amplitude, ocean depth, and the spanwise extent of

the waves. The background stratification is set up according to measurements in the South China

Sea. The spanwise evolution of the 3D waves is examined in terms of the lateral spreading, radius

of curvature, and sea surface signature corresponding to a threshold in the surface horizontal

convergent and divergent flow. The evolution of sea surface signature compares favorably to a

satellite image in the South China Sea, particularly for waves initially having spanwise extent

comparable to their horizontal wavelength.
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1. Introduction22

Internal tides are generated when barotropic tides periodically move stratified ocean water across23

submarine topography (Balmforth et al. 2002). If the topography is sufficiently steep, vertically and24

horizontally propagating beams of internal tides are launched near the topography (e.g. Pétrélis25

et al. 2006). These beams can cause dramatic vertical displacements, leading to strong local26

turbulent mixing (e.g. Rudnick et al. 2003; Vic et al. 2019). The beams are composed of a27

superposition of high vertical modes that are observed to transform into low vertical mode internal28

tides (with vertical structure on the scale of the ocean depth) after interacting with the near-surface29

stratification (Martin et al. 2006). Though partially dissipated by local mixing, most of the energy30

in these beams is transported away from the topography by the low-mode waves, mostly by mode-131

waves (Echeverri et al. 2009). It is estimated that 74% of the internal tide energy near the Hawaiian32

ridge is radiated away from the generation site as low-mode waves (Klymak et al. 2006; Carter et al.33

2008). In the Luzon Strait, east of the South China Sea, only 40% of the energy is radiated away,34

possibly due to the more complex bottom topography in the Luzon Strait (Garrett and Kunze 2007;35

Buijsman et al. 2010) and the westward propagating branch of the Kuroshio (Buijsman et al. 2010).36

Their radiated energy propagates westward across the South China Sea towards the continental shelf37

of China. These waves are observed to be dominated by a mode-1 signal having a combination of38

semi-diurnal and diurnal frequencies (Farmer et al. 2009; Johnston et al. 2013). When the forcing39

is stronger, the internal tides tend to steepen during their propagation to form solitary waves which40

are visible by the sea-surface signature in satellite images as shown, for example, in Fig. 1.41

Given the challenging operating conditions in the Luzon Strait (Alford et al. 2015), in-situ47

observation data from the wave generation site has been notably scarce. Hence, the properties of48

the low-mode internal tide wave near the generation site around 122◦E are not well established.49

Some progress has been made through numerical simulations (Simmons et al. 2011; Zhang et al.50

2011) that included the complex topography between the Luzon Strait and the South China Sea.51

These correctly predicted the propagation speed of the internal tides and provided insight into52

their generation mechanisms, showing the process could be understood from linear theory. Such53

simulations are expensive however, in that they require high resolution over large horizontal54

domains.55
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Fig. 1. MODIS image showing three nonlinear internal wave trains (labelled by A, B, and C) crossing the

deep basin west of Luzon Strait. Ocean measurements were collected at the P1 and P2 locations indicated by red

stars. Inset: Corresponding inverted echo-sounder time series for these waves at P2 from which path-averaged

wave speeds are determined. 122◦E is the estimated generation site of internal tides in the numerical models.

(Image reproduced from Farmer et al. (2009).)
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In general, because the internal tide has large horizontal spatial extent, on the order of a hundred56

kilometers, weakly nonlinear shallow water theory has been useful to diagnose circumstances57

leading the formation of solitary waves as it depends upon their amplitude and the strength of58

background rotation (Ostrovsky and Stepanyants 1989; Helfrich and Melville 2006; Helfrich and59

Grimshaw 2008; Grimshaw and Helfrich 2012). A different theoretical perspective on the formation60

of solitary waves noted that the self-interaction of the internal tide initially excites superharmonic61

waves with double the horizontal wavenumber (half the wavelength) (Sutherland 2016; Baker62

and Sutherland 2020). For sufficiently large amplitude waves with sufficiently small background63

rotation, the excited superharmonics may successively excite higher order superharmonics that64

superimpose to form solitary waves through what has been called the superharmonic cascade65
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(Sutherland and Dhaliwal 2022). Although the shallow water and superharmonic cascade equations66

are easily solved numerically, they were restricted to two dimensional internal tides having infinite67

spanwise extent. Thus they neglected the potentially important influence upon solitary wave68

formation of the spanwise spreading of laterally confined internal waves.69

Extensions to shallow water theory to include the influence of lateral spreading have been70

explored (Karl Helfrich, pers. comm.). The approach taken here is to use numerical simulations to71

examine the three-dimensional evolution of spanwise-localized internal tides that disperse laterally.72

In this idealized study, the domain is horizontally periodic with uniform depth. Thus our results73

generally set criteria for the appearance of the sea-surface signature of the waves as it depends74

upon their initial amplitude and spanwise extent, as well as the ocean depth.75

In section 2, we review the ocean measurements in the South China Sea and construct the76

background stratification for use in the numerical models. In addition to our simulations in three77

dimensions (3D), we also perform simulations in two dimensions (2D) in order to compare the78

evolution of spanwise finite with spanwise infinite waves. The equations for the 2D and 3D79

numerical models are described in section 3 along with methods used to analyze the evolution of80

the waves. In section 4, we present the simulation results regarding the formation of solitary wave81

trains as it depends on wave amplitude, the spanwise extent of the waves and ocean depth. In82

particular, predictions for internal solitary waves manifesting a sea surface signature is compared83

with satellite observations. Discussion and conclusions are presented in section 584

2. Observations and Initial Conditions85

It is well-documented that solitary waves form during the evolution of westward propagating86

internal tides generated at Heng Chun Ridge and Lan Yu Ridge in the South China Sea Farmer87

et al. (2009); Li et al. (2009); Simmons et al. (2011). This inspires our interest in investigating88

the formation of solitary wave trains westward of this location. The observation data are taken89

from two separate sets of observations by Farmer et al. (2009) and Johnston et al. (2013). The90

dataset reported by Farmer et al. (2009) measured the full-depth stratification from 5 deployments91

around 21◦N and 119◦E during 2005 and 2007. This data is used to define approximate analytic92

profiles of stratification employed in our numerical simulations. The dataset reported by Johnston93

et al. (2013) measured the stratification around the top 300 meters of the ocean at 20.71◦N and94
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120.45◦E during UTC June 14th to July 1st 2011. This data is used to validate the structure of our95

approximate stratification profile near the surface.96

We choose to represent the stratification by a continuous profile of the squared buoyancy fre-97

quency given by a double piecewise-exponential function of the form98

𝑁2(𝑧) =


𝑁2
0
𝑒(𝑧−𝑧0)/𝜎1 𝑧∗ ≤ 𝑧 ≤ 0,

𝑁2
∗ 𝑒

(𝑧−𝑧∗)/𝜎2 −𝐻 ≤ 𝑧 < 𝑧∗,
(1)

where 𝑁2(𝑧0) = 𝑁2
0

and 𝑁2(𝑧∗) = 𝑁2
0
𝑒(𝑧∗−𝑧0)/𝜎1 = 𝑁2

∗ , such that the two exponential functions meet99

at 𝑧 = 𝑧∗. Here, 𝑧∗ is the depth where the stratification transitions from the upper layer to the abyssal100

exponential profiles and 𝑧0 represents the depth of the surface-mixed layer. Rather than setting 𝑁2
101

to zero above 𝑧0, for simplicity, we allow the stratification to increase exponentially to the surface.102

Previous studies have shown that the evolution of the mode-1 internal tide is insensitive to the103

details of the stratification in the surface mixed layer (Sutherland and Dhaliwal 2022).104

Due to noise in the observation data, it is easier to find an analytic fit to potential density profiles,105

�̄�(𝑧), than to 𝑁2(𝑧). Using 𝑁2 = −(𝑔/𝜌0)𝑑�̄�/𝑑𝑧 and vertically integrating Eq. (1), gives the106

corresponding analytic expression for potential density:107

�̄�(𝑧) =


− 𝜌0𝑁

2
0
𝜎1

𝑔
[𝑒−𝑧0/𝜎1 (𝑒𝑧/𝜎1 − 𝑒𝑧∗/𝜎1)] + 𝜌∗ 𝑧∗ ≤ 𝑧 ≤ 0,

− 𝜌0𝑁
2
0
𝜎2

𝑔
{𝑒−(𝑧∗/𝜎2)−((𝑧0+𝑧∗)/𝜎1) [𝑒𝑧/𝜎2 − 𝑒−𝐻/𝜎2]} + 𝜌𝑏 −𝐻 ≤ 𝑧 < 𝑧∗,

(2)

in which 𝜌0 is the characteristic potential density, 𝜌★ ≡ �̄�(𝑧∗) and 𝜌𝑏 ≡ �̄�(−𝐻).108

To construct the analytic density profiles, we set 𝑧0 = −30.5m and 𝑧∗ = −362m, and find the109

values of 𝜎1 and 𝜎2 that best fit the observations. The parameters used in this fit are listed in Table 1.110

The analytic potential density profile is compared with observations in Fig. 2a; the corresponding111

squared buoyancy frequency profile is shown in Fig. 2b.112

In addition to the stratification, we prescribe other background conditions and wave properties118

based upon observations. These values are given in Table 2. The Coriolis parameter, 𝑓0, was taken119

as a constant corresponding to a latitude of 21◦N. The wave frequency, 𝜔 = 0.000144s−1 was fixed,120

corresponding to the forcing by the M2 internal tide. Between the Luzon Strait and the observation121

sites, P1 and P2 (see Fig.1), of Farmer et al. (2009), the ocean depth gradually decreases from122
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Fig. 2. (a) Comparison of the observed potential density profile to our approximation (observation 1 from

Farmer et al. (2009) and observation 2 from Johnston et al. (2013)) and (b) the corresponding piecewise

exponential function of squared buoyancy frequency.

113

114

115

Parameters Values

𝜌0 1022.21 kg m−3

𝜌∗ 1026.14 kg m−3

𝜌𝑏 1027.66 kg m−3

𝑧0 −30.5 m

𝑧∗ −362 m

𝑁0 0.0157 s−1

𝑁∗ 0.0065 s−1

𝜎1 186 m

𝜎2 351 m

Table 1. Values for the parameters that give the best-fit piecewise exponential profiles for observations of

stratification in the South China Sea.

116

117

𝐻 ≃ 3500m to 2000m. Because the domain of our simulations has constant depth, we examine123

the influence of 𝐻 on the wave evolution by running simulations at different fixed-depths in the124

range between 2000 and 3500m. The maximum vertical displacement of the waves, 𝐴0, varies125
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Parameters Symbols Values

Coriolis parameter 𝑓0 0.00005181 s-1

Ocean depth 𝐻 [2000-3500] m

Internal tide frequency 𝜔 0.000144 s-1

Wavenumber 𝑘 [4.86-5.30]×10−5 m-1

Wavelength 𝜆 [119-129] km

Initial spanwise width of internal tide 𝜎𝑦 [50-125,∞] km

Initial vertical displacement amplitude 𝐴0 [37.5-100] m

Table 2. Simulation parameters governing the background values and initial structure of internal tides based

upon observations in the South China Sea. The ocean depth and the internal tide wavenumber, wavelength,

spanwise width and amplitude span the ranges indicated.

135

136

137

between the spring and neap cycles of the tide. Our simulations are initialized with horizontally126

periodic vertical mode-1 waves having a maximum vertical displacement amplitude in the range127

between 37.5m and 100m. Given the frequency of the waves, the horizontal wavelength, 𝜆, (and128

hence wavenumber, 𝑘) varies depending upon the ocean depth 𝐻. This is found by solving the129

eigenvalue problem for the dispersion relation of vertical mode-1 waves in fluid of given depth,130

𝐻, and determining the value of 𝑘 that has frequency 𝜔 = 0.000144s−1. Although there are no131

direct observations of the spanwise extent of the internal tide where it first develops, in our three-132

dimensional simulations we examine a range of widths between 𝜎𝑦 = 50 and 125 km to examine133

how the width influences lateral dispersion and the possible formation of internal solitary waves.134

3. Numerical models138

We performed numerical simulations in two dimensions (2D spanwise-infinite waves) and three139

dimensions (3D spanwise-localized waves). Both models solve the incompressible, Boussinesq140

equations on the 𝑓 -plane in constant-depth fluid having periodic boundaries in the horizontal with141

free-slip upper and lower boundary conditions. In practice, the models work with non-dimensional142

variables, with length-related units scaled by the ocean depth 𝐻 and time-related units scaled by143

the characteristic buoyancy frequency 𝑁0. We begin in section 3a by describing the 2D model144

equations and their initial conditions. In section 3b we describe the 3D model equations. Analysis145

methods are described in section 3c.146
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a. 2D model147

1) Evolution equations and numerical dissipation148

We consider the evolution of 2D waves having structure in the streamwise (𝑥) and vertical (𝑧)149

directions. Although there can be motion in the spanwise (𝑦) direction, the fields of interest are150

independent of 𝑦. The 2D model computed the time evolution of the spanwise vorticity, 𝜁 , spanwise151

velocity, 𝑣, and buoyancy, 𝑏 in the 𝑥-𝑧 plane:152

𝜕𝜁

𝜕𝑡
= −𝑢 𝜕𝜁

𝜕𝑥
−𝑤

𝜕𝜁

𝜕𝑧
− 𝜕𝑏

𝜕𝑥
+ 𝑓0

𝜕𝑣

𝜕𝑧
+ 𝜈D𝜁, (3)

𝜕𝑣

𝜕𝑡
= −𝑢 𝜕𝑣

𝜕𝑥
−𝑤

𝜕𝑣

𝜕𝑧
− 𝑓0𝑢 + 𝜈D𝑣, (4)

𝜕𝑏

𝜕𝑡
= −𝑢 𝜕𝑏

𝜕𝑥
−𝑤

𝜕𝑏

𝜕𝑧
−𝑁2𝑤 + 𝜅D𝑏, (5)

in which 𝑢, 𝑣, and 𝑤 are velocities in the 𝑥, 𝑦, and 𝑧 directions, respectively. In practice the153

equations were recast into non-dimensional variables using the length scale 𝐻 (the domain depth)154

and time scale 𝑁−1
0

, in which 𝑁0 = 0.0157s−1 is the characteristic buoyancy frequency (see Table 1).155

The results present here, however, are given in dimensional form.156

The domain was discretized on an evenly spaced grid in the 𝑧-direction and in terms of their157

horizontal Fourier components in the 𝑥-direction (spectral representation). The spatial resolution158

typically consisted of 257 vertical levels and 1024 horizontal Fourier components, corresponding159

to 257×2049 grid points in real space. Various resolutions were tested and it was found that160

doubling the resolution in both directions did not quantitatively influence the results.161

Although we treat the motion to be inviscid and non-diffusive, for numerical stability we include162

effective diffusivity in the last term on the right-hand sides of Eqs. (3) - (5). Here 𝜈 = 10−5𝐻2𝑁0163

represents the kinematic viscosity and 𝜅 = 10−5𝐻2𝑁0 represents the diffusivity. Although these164

numbers were much larger than realistic values for the ocean, viscous and diffusive damping was165

only applied to small-scale disturbances and not motion on the scale of the waves. Explicitly, the166

diffusion operator, D, is a Laplacian operator acting only upon horizontal Fourier components167

with horizontal wavenumber greater than a cut-off wavenumber, 𝑛c𝑘 , where 𝑘 is the prescribed168

horizontal wavenumber of the parent internal tide. We typically used a cut-off of 𝑛𝑐 = 128.169
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2) Initialization170

The background stratification was set by the piecewise exponential function described in section171

2. The simulations were initialized with between 𝑛𝑤 = 1 and 4 wavelengths of a horizontally172

periodic, vertical mode-1 “parent” internal wave with a prescribed horizontal wavenumber 𝑘 and173

vertical displacement amplitude 𝐴0. Explicitly, the initial fields were given by174

𝜁 (𝑥, 𝑧,0) = 1

2
𝜔𝑘

𝑁2− 𝑓 2
0

𝜔2− 𝑓 2
𝐴0�̂�(𝑧)𝑒i𝑘𝑥 + c.c., (6)

𝑣(𝑥, 𝑧,0) = 1

2

𝑓0

𝑘
𝐴0i�̂�′(𝑧)𝑒i𝑘𝑥 + c.c., (7)

𝑏(𝑥, 𝑧,0) = 1

2
𝑁2(𝑧)𝐴0�̂�(𝑧)𝑒i𝑘𝑥 + c.c., (8)

in which c.c. denotes the complex conjugate, �̂�(𝑧) is the vertical structure of the streamfunction175

and �̂�′ is its derivative. The vertical structure function is given by the solution of the eigenvalue176

problem177

�̂�′′+ 𝑘2𝑁
2−𝜔2

𝜔2− 𝑓 2
�̂� = 0, �̂�(−𝐻) = �̂�(0) = 0, (9)

where �̂�′′ denotes the second-order derivative of �̂�, and 𝑁2 is given by Eq. (1). For given 𝑘 , the178

eigenvalue problem was solved using a Galerkin method (Sutherland 2016; Baker and Sutherland179

2020). From this we extract the vertical structure and the corresponding wave frequency, 𝜔(𝑘), of180

the lowest vertical mode.181

3) Time-stepping182

For time-stepping, an Euler forward scheme was used for diffusive terms for numerical stability,183

and a leapfrog scheme was employed to advance in time the non-diffusive terms:184

𝜁 (𝑥, 𝑧, 𝑡 +Δ𝑡) = 𝜁 (𝑥, 𝑧, 𝑡 −Δ𝑡) +2Δ𝑡 ¤𝜁, (10)

where ¤𝜁 is the time derivative of 𝜁 given by right-hand side of Eq. (3) without the diffusive term185

and Δ𝑡 is the time step. Likewise, this scheme was used for the 𝑏 and 𝑣 fields. One loop of the186

leapfrog scheme involved 𝑛𝑒 = 20 small time steps of Δ𝑡 = 0.05𝑁−1
0

≃ 3.2 s. So time was advanced187
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by 1×𝑁−1
0

after each loop. To avoid splitting errors, the last time step in each loop was obtained188

by averaging the fields from the leapfrog steps at 𝑛𝑒Δ𝑡 and the field found from taking an Euler189

backstep by Δ𝑡 from the field at step (𝑛𝑒 + 1)Δ𝑡. Simulations performed with half Δ𝑡 resulted in no190

significant quantitative differences.191

b. 3D model192

1) Evolution equations193

The 3D model more realistically simulated the evolution of internal tides by considering the194

influence of waves having finite spanwise extent. Such waves will spread laterally even as the195

waves possibly steepen to form solitary waves. Similar to the 2D model, the 3D model used a196

rectangular domain with horizontally (𝑥 and 𝑦) periodic boundary conditions and free-slip upper197

and lower boundary conditions. The model computed the time evolution of 𝑢 and 𝑣 velocities in198

the 𝑥 and 𝑦 direction, respectively, and evolved the vertical displacement field, 𝜉, which is related199

to the perturbation density, 𝜌, by 𝜉 = −𝜌/(𝑑�̄�/𝑑𝑧). The equations for horizontal momentum and200

internal energy, neglecting viscosity and diffusion, are201

𝜕𝑢

𝜕𝑡
= −𝜕𝑢2

𝜕𝑥
− 𝜕𝑣𝑢

𝜕𝑦
− 𝜕𝑤𝑢

𝜕𝑧
+ 𝑓0𝑣−

1

𝜌0

𝜕𝑝

𝜕𝑥
, (11)

𝜕𝑣

𝜕𝑡
= −𝜕𝑢𝑣

𝜕𝑥
− 𝜕𝑣2

𝜕𝑦
− 𝜕𝑤𝑣

𝜕𝑧
− 𝑓0𝑢−

1

𝜌0

𝜕𝑝

𝜕𝑦
, (12)

𝜕𝜉

𝜕𝑡
= −𝜕𝑢𝜉

𝜕𝑥
− 𝜕𝑣𝜉

𝜕𝑦
− 𝜕𝑤𝜉

𝜕𝑧
+𝑤. (13)

A diagnostic equation for vertical velocity, 𝑤, is given using incompressibility:202

𝜕𝑤

𝜕𝑧
= −𝜕𝑢

𝜕𝑥
− 𝜕𝑣

𝜕𝑦
. (14)
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A diagnostic equation for the dynamic pressure, 𝑝, is found by taking the divergence of the 3D203

momentum equations and using incompressibility:204

1

𝜌0
∇2𝑝 =−

[
𝜕2

(
𝑢2
)

𝜕𝑥2
+
𝜕2

(
𝑣2
)

𝜕𝑦2
+
𝜕2

(
𝑤2

)
𝜕𝑧2

]
−2

[
𝜕2(𝑢𝑣)
𝜕𝑥𝜕𝑦

+ 𝜕2(𝑢𝑤)
𝜕𝑥𝜕𝑧

+ 𝜕2(𝑣𝑤)
𝜕𝑦𝜕𝑧

]
+ 𝑓0

𝜕𝑣

𝜕𝑥
− 𝑓0

𝜕𝑢

𝜕𝑦
−𝑁2 𝜕𝜉

𝜕𝑧
.

(15)

A spectral representation was used for the horizontal fields, being decomposed into their Fourier205

components in the 𝑥 and 𝑦 directions. The vertical fields were decomposed into Fourier cosine206

series for 𝑢 and 𝑣 and Fourier sine series for 𝜉. For example, the vertical structure of 𝜉 is represented207

by the sine-series coefficients, 𝜉𝑛, such that the amplitude in 𝑧 is given by208

𝜉 (𝑧) =
𝑛𝑧∑
𝑗=1

𝜉 𝑗 sin(𝑚 𝑗 𝑧), 𝑚 𝑗 = 𝑗 (𝜋/𝐻) and 𝑗 = 1, 2, . . . 𝑛𝑧, (16)

in which 𝑛𝑧 is the number of vertical modes.209

The spatial domain was of size 𝐿𝑥 × 𝐿𝑦 ×𝐻. The streamwise extent was set by 𝐿𝑥 = 2𝜋𝑛𝑤/𝑘 ,210

in which 𝑛𝑤 is the initial number of horizontal wavelengths of the internal tide in the domain.211

The spanwise dimension was set to be 𝐿𝑦 = 500𝐻 or 1000𝐻 depending on the initial spanwise212

half-width, 𝜎𝑦 of the waves. 𝐿𝑦 was chosen to be at least ten times 2𝜎𝑦. Typically, 𝑛𝑥 = 512 and213

𝑛𝑧 = 256 grid points were used in the streamwise and vertical dimensions, respectively. Depending214

on the spanwise width of the waves, 𝑛𝑦 = 256 or 512 modes were used in the spanwise direction.215

2) Exponential filter216

Equations (11) - (13) do not include Laplacian diffusion for numerical stability. Because numeri-217

cal noise in the 3D model grew faster compared to the 2D models, we instead applied an exponential218

filter to Eqs. (11), (12), and (13) at every time step. In this approach, the Fourier components with219

wavenumber higher than a specific cut-off wavenumber, 𝑛cut𝑘 , were damped exponentially with220

increasing wavenumber (Subich et al. 2013). Taking Fourier components in the 𝑥 direction as an221
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example, a Fourier field 𝑓𝑛 was filtered by 𝑓𝑛 → 𝜒 𝑓𝑛, in which222

𝜒(𝑛) =


1, 𝑛 < 𝑛cut,

exp
[
−𝑒1

(
𝑛−𝑛cut

𝑛mx−𝑛cut

)𝑒2 ]
, 𝑛 ⩾ 𝑛cut.

(17)

Here 𝑒1 is the filter strength, 𝑒2 is the filter order, and 𝑛mx ≡ 𝑛𝑥/2 = 256 is the total number of223

Fourier components in 𝑥. We used the default values provided in Subich et al. (2013): 𝑛cut = 0.6𝑛mx,224

𝑒1 = 20, and 𝑒2 = 2. Using this filter, numerical noise was damped effectively without affecting the225

wavenumbers having non-negligible amplitude.226

3) Initialization and time-stepping227

The background stratification profile was identical to the 2D model, constructed by the piecewise228

exponential function described in section 2. A “parent” vertical mode-1 internal tide with a229

prescribed horizontal wave number 𝑘 and maximum vertical displacement amplitude 𝐴0 was230

initialized in the domain at 𝑡 = 0. The parent wave was a plane wave in the 𝑥 direction with231

amplitude decaying as a Gaussian in the 𝑦-direction centered at 𝑦 = 0. Explicitly, the three232

evolution equations at 𝑡 = 0 are given by233

𝜉 (𝑥, 𝑦, 𝑧,0) = 1

2
𝐴0𝑒

−𝑦2/(2𝜎2
𝑦 )�̂�(𝑧)𝑒i𝑘𝑥 + c.c., (18)

𝑢(𝑥, 𝑦, 𝑧,0) = 𝐴0

𝜔

𝑘
𝑒−𝑦

2/(2𝜎2
𝑦 )�̂�′(𝑧)𝑒i𝑘𝑥 + c.c., (19)

𝑣(𝑥, 𝑦, 𝑧,0) = i𝐴0

𝑓0

𝑘
𝑒−𝑦

2/(2𝜎2
𝑦 )�̂�′(𝑧)𝑒i𝑘𝑥 + c.c., (20)

in which 𝜎𝑦 is the standard deviation of the Gaussian.234

Fig. 3 shows cross-sections of the initial streamwise velocity field (𝑢) which has four wavelengths235

of the parent mode in the 𝑥 direction. Here the parent mode wavelength is𝜆𝑥 = 50𝐻 and the spanwise236

(half-)width is 𝜎𝑦 = 20𝐻. Where the ocean depth is 𝐻 ≃ 2500m, the wavelength corresponds to237

𝜆𝑥 ≃ 125 km, consistent with satellite observations of the distance between successive solitary wave238

trains in the South China Sea.239

The time scheme for the 3D model employed the same leapfrog method as used in the 2D model243

for the non-diffusive terms with steps of Δ𝑡 = 0.05𝑁−1
0

(see section 3a).244
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Fig. 3. Profiles of the initial streamwise velocity, 𝑢, showing (a) a vertical cross-section in the 𝑥𝑧-plane at

𝑦 = 0 and (b) a top view in the 𝑥𝑦-plane at 𝑧 = 0. Here the simulation is initialized with 𝑛𝑤 = 4 wavelengths of

the parent wave, 𝐻 = 2500m, 𝐴0 = 75m, 𝑘 ≃ 4.8× 10−5m−1 and 𝜎𝑦 = 50 km.

240

241

242

c. Analysis methods245

Our focus is upon the possible development of internal solitary waves from the internal tide and246

how this is influenced by the ocean depth and the initial amplitude and spanwise extent of the247

waves. The structure of the waves was characterised in terms of the vertical displacement field, 𝜉,248

and the along-wave velocity field, 𝑢, and its 𝑥-derivative.249

In 2D simulations, 𝜉, is given in terms of the buoyancy by 𝜉 = −𝑏/𝑁2; in 3D simulations, 𝜉250

is computed directly. The evolution of the displacement was examined at a depth 𝑧m where the251

vertical structure of the streamfunction, and hence vertical displacement, was greatest (�̂�(𝑧m) = 1).252

This occurred at 𝑧m = −703 m.253

In 3D simulations, the spanwise extent of the waves increased due to lateral dispersion. The254

surface flow pattern evolved to form near-parabolic arcs and, for initial periodic waves of sufficiently255

large amplitude, the flow near the centerline at 𝑦 = 0 evolved to form solitary waves. An example256

is shown in Fig. 4 which shows the surface streamwise velocity after 53 hours from the simulation257

with initial conditions shown in Fig. 3. The narrowing of regions where the streamwise velocity is258

large is indicative of solitary wave formation. We employ several diagnostics to characterise the259

spread and steepening of the waves, as described below.260

The spanwise spreading of the waves was characterized in two ways. From snapshots of 𝑢 at the261

surface, we determined the location of the wave edge, 𝑦max, defined to be the spanwise distance262

from 𝑦 = 0 where the magnitude of the peak surface streamwise velocity is no larger than is 1% of263

the peak streamwise velocity at 𝑦 = 0. For example, this is indicated by the black-dashed line in264
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Fig. 4. Top view of 𝑢 at the surface after 53 hours from the simulation with initial conditions shown in Fig. 3.

The black-dashed line indicates the lateral extent of the waves, 𝑦max, at this time.

267

268

Fig. 4. By applying this diagnostic at successive times, we characterised the widening of the beam265

in time by 𝑦max(𝑡).266

We also developed a diagnostic for the spanwise extent of the waves that could be compared269

with satellite observations of the sea-surface signature of internal solitary waves (e.g. see Fig. 1).270

The bright-banded surface signatures are caused by horizontally convergent flow making the271

surface rougher whereas darker regions are associated with horizontally divergent flow and a272

smoother surface. Alpers (1985) estimated that, for surface current gradients to be visible as273

surface roughening by satellites, their magnitudes should lie in the range 10−4 − 10−3 s−1. In our274

diagnostic, we compute the 𝑥-divergent flow field, 𝜕𝑢/𝜕𝑥, and measure where its magnitude exceeds275

a threshold (𝜕𝑢/𝜕𝑥)𝑐 = 2× 10−4 s−1. We denote by 𝑦𝑠 the maximum spanwise distance from the276

centerline beyond which this threshold condition is not met. In all our simulations, 𝑦𝑠 (𝑡 = 0) = 0277

meaning that there would be no sea-surface signature of the initially periodic waves. However, a278

sea-surface signature can develop (𝑦𝑠 > 0) if the initial waves have sufficiently large amplitude and279

spanwise width to form solitary waves.280

We likewise used measurements of 𝜕𝑢/𝜕𝑥 at the surface to characterize the bending of phase281

lines, as shown in Fig. 5. As the waves propagated in the 𝑥 direction, the contours where 𝜕𝑢/𝜕𝑥 = 0282

bent to form a near-parabolic arc about 𝑦 = 0 at late times. We characterized this deformation at283

each time by fitting the contour to a parabola of the form 𝑥 = 𝑎𝑦2 + 𝑥0. Our results were then cast284
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Fig. 5. Surface velocity streamwise gradient, 𝜕𝑢/𝜕𝑥, in simulations with initially narrow and wide waves

shown at three times (a,b) 5 hours, (c,d) 15 hours and (e,f) 50 hours. The simulation in (a-c) with 𝜎𝑦 = 50 km has

initial conditions shown in Fig. 3. The simulation in (d-f) has the same initial conditions except that 𝜎𝑦 = 150 km

and the domain has twice the spanwise extent. In each plot the superimposed black contour indicates the phase

line associated with one of the four solitary waves where 𝜕𝑢/𝜕𝑥 = 0 extending laterally to 𝑦max. The colour scale

for all plots is indicated in (a).

287

288

289

290

291

292

in terms of the radius of curvature, 𝑅𝑐 = 1/(2𝑎). Initially 𝑅𝑐 is infinite. And so this analysis is285

performed only for simulation times after 5 hours.286

4. Results293

Here we present simulation results examining the evolution of waves as it depends on 𝐻, 𝐴0 and294

𝜎𝑦. Although the simulations were performed with nondimensional parameters based on depth295

scale, 𝐻, and time scale, 𝑁−1
0

, the results here are given in dimensional units relevant to observations296

in the South China Sea. In all cases the background stratification 𝑁2 was set by the piecewise297
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Fig. 6. Comparison of 2D and 3D simulations showing (a,c,e) vertical cross-sections of streamwise velocity at

𝑦 = 0 and (b,d,f) vertical displacement at 𝑦 = 0 and 𝑧𝑚 = −703m. Initial conditions, shown in (a,b) are the same

for the 2D and 3D simulations. The evolution at 41 hours is shown for (c,d) the 2D model and (e,f) the 3D model

with 𝜎𝑦 = 50 km. The simulations are initialized with one wavelength of the parent wave having 𝐴0 = 40m in

total depth 𝐻 = 2500m. The colour scale for all streamwise velocity plots is indicated in (a).

304

305

306

307

308

exponential (Eq. (1)) with the parameters listed in Table 1. Values of the Coriolis parameter and298

the wave frequency were fixed, as given in Table 2.299

We begin by comparing the evolution of spanwise infinite waves in a 2D model with a 3D300

simulation of waves having finite spanwise extent, 𝜎𝑦 = 50 km. The initial condition at 𝑦 = 0 is the301

same in both simulations, as shown in Fig. 6(a,b). In these simulations, only 1 wavelength of the302

parent wave was initialized in the domain (𝑛𝑤 = 1).303

We examine the wave structure after it has evolved for 41 hours. This is the time predicted for the309

waves moving at their predicted horizontal group velocity, 𝑐𝑔𝑥 ≃ 2.55 ms−1, to reach the P2 location310

in the South China Sea from the generation site estimated to be located at 122◦E (see Fig. 1). At this311
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Fig. 7. Time series over one period of the initial wave of vertical displacement at 𝑥 = 𝑦 = 0 and 𝑧 = −703m

from simulations of waves with initial spanwise width indicated in the legend. As in Fig. 6, 𝐴0 = 40m and

𝐻 = 2500m.

322

323

324

time in the 2D model, one wavelength of the periodic internal tide has evolved to form a solitary312

wave train containing four waves of depression with successive amplitudes decreasing toward the313

lee of the train (Fig. 6c,d). In contrast, the corresponding 3D simulation shows only moderate314

narrowing of the wave trough after 41 hours.315

The degree of narrowing of the wave troughs and their maximum downward displacement316

becomes larger if the lateral extent of the initial waves is larger. For example, Fig. 7 plots time317

series of the vertical displacement at 𝑧𝑚 = −703m determined from the 2D simulation (𝜎𝑦 infinite)318

and from 3D simulations with 𝜎𝑦 = 50 and 150 km. As will be shown, waves having initially smaller319

spanwise width spread laterally more rapidly due to dispersion. This spread of energy away from320

𝑦 = 0 reduces the centerline amplitude of the waves, inhibiting nonlinear steepening.321

The strength of solitary waves, if they form, depends on the initial wave amplitude, 𝐴0, ocean325

depth 𝐻, as well as the spanwise width, 𝜎𝑦. Next we successively examine the influence of each of326

these parameters on the development of solitary waves.327

Figure 8 plots time series of vertical displacement determined from six 3D simulations with328

different initial amplitudes. In all cases the depth is fixed at 𝐻 = 2500m and the initial beam width329

is 𝜎𝑦 = 50 km. As anticipated, localized solitary waves with deeper depressions become more330

evident as the initial amplitude increases every tidal period. Single solitary waves appear after 40331

hours in simulations with 𝐴0 = 50 and 62.5m, and solitary wave trains develop at larger amplitudes.332

In the simulation with 𝐴0 = 100m, the solitary waves become unstable after 80 hours, at which333
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Fig. 8. Evolution of the vertical displacement over time at 𝑥 = 𝑦 = 0 and 𝑧 = −703m as it depends on the initial

maximum vertical displacement 𝐴0: (a) 37.5m, (b) 50m, (c) 62.5m, (d) 75m, (e) 87.5m, and (f) 100m. In all

cases 𝐻 = 2500m and 𝜎𝑦 = 50 km.

336

337

338

time the simulation is terminated as it is unable to resolve the small-scale turbulent processes that334

result. In all cases, the maximum downward displacement, |𝜉min |, becomes larger as 𝐴0 increases.335

To investigate the dependence of solitary waves on the ocean depth in the 3D model, we ran339

a sequence of simulations with 𝐻 ranging from 2000m to 3500m keeping 𝐴0 = 62.5m and340

𝜎𝑦 = 50 km fixed. In these simulations we adjusted the initial horizontal wavenumber, 𝑘 , of341

the waves to ensure the wave frequency, 𝜔, was that of the semi-diurnal 𝑀2 tide. The vertical342

displacement at the depth 𝑧𝑚 =−703m and for time after 40 hours are shown in Fig. 9. Qualitatively,343

the crests of the solitary wave trains corresponding to 𝜉max do not significantly alter with variations344

in ocean depth, while the maximum downward displacement |𝜉min | increases with increasing ocean345

depth. Additionally, in a greater depth domain, the crest of the solitary wave trains exhibits less346

small-scale oscillations, for example, at the time 𝑡 = 70±3 hours.347

To investigate the dependence of solitary waves on the initial spanwise width, we varied 𝜎𝑦 in351

the 3D model, keeping 𝐴0 = 62.5 m and 𝐻 = 2500 m fixed. The displacement for 𝜎𝑦 = 125 km352

(Fig. 10(d)) is only shown up to 𝑡 = 86 hours, after which the waves become unstable to small-353

scale disturbances. As demonstrated in Fig. 10, increasing 𝜎𝑦 results in larger downward vertical354

displacements as well as small-scale oscillations along crests between successive solitary wave355

trains. If 𝜎𝑦 = 125 km, the downward peaks have a vertical displacement ≃ −200 m which is356
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Fig. 9. As in Fig. 8, but showing the evolution of the vertical displacement as it depends on the simulated ocean

depth 𝐻: (a) 𝐻 = 2000m and 𝑘 ≃ 5.30× 10−5 m-1, (b) 𝐻 = 2500m and and 𝑘 ≃ 4.96× 10−5 m-1, (c) 𝐻 = 3000m

and 𝑘 ≃ 4.90× 10−5 m-1, and (d) 𝐻 = 3500m and 𝑘 ≃ 4.86× 10−5 m-1. In all cases 𝐴0 = 62.5m and 𝜎𝑦 = 50 km.
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Fig. 10. As in Fig. 8, but showing vertical displacement over time as it depends on the initial spanwise width,

𝜎𝑦 , of the internal tide: (a) 𝜎𝑦 = 50 km, (b) 𝜎𝑦 = 75 km, (c) 𝜎𝑦 = 100 km, and (d) 𝜎𝑦 = 125 km. In all cases

𝐻 = 2500m and 𝐴0 = 62.5m.

359

360

361

moderately less than the maximum downward displacement in the 2D simulation with similar357

initial wave amplitude (Fig. 8f).358

Fig. 11 quantitatively summarizes the results shown in Figs. 8, 9, and 10 by plotting the de-362

pendence of the maximum descent of isopycnals, |𝜉min |, and their maximum rise, 𝜉max, on363
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Fig. 11. Dependence of the magnitude of maximum and minimum vertical displacement on the initial wave

amplitude (a,b), ocean depth (c,d), and spanwise width (e,f) from 3D simulations. Initial wave amplitude

𝐴0 = 75 m in (c,d,e,f); ocean depth 𝐻 = 2500 m in (a,b,e,f); spanwise width 𝜎𝑦 = 50 km in (a,b,c,d). Error

bars (in red) represent the standard deviation of the four maximum and four minimum vertical displacements

occurring between 40 and 90 hours. The triangles on the right side of (e,f) indicate values determined in 2D

simulations (𝜎𝑦 →∞). The dashed lines in (a,c) represent the best-fit line through the points.

373

374

375

376

377

378

the initial wave amplitude, 𝐴0, ocean depth, 𝐻, and initial spanwise width of the waves,364

𝜎𝑦. At fixed 𝐻 and 𝜎𝑦, |𝜉min | increases linearly with 𝐴0 over the range of initial ampli-365

tudes examined (Fig. 11a). In particular, for 𝐻 = 2500m and 𝜎𝑦 = 50 km we find |𝜉min | ≃366

(2.18±0.09) [𝐴0− (24± 3)m], with 𝐴0 measured in meters. At fixed 𝐴0 = 75m and 𝜎𝑦 = 50 km,367

we find the maximum descent of isopycnals decreases linearly with ocean depth (Fig. 11c) such368

that |𝜉min | ≃ (0.021±0.004) [−𝐻 + (6.7±0.6) × 103m], for 𝐻 measured in meters. As the span-369

wise width of the beam increases, so does the maximum descent of isopycnals, though its value370

asymptotes to 236m for spanwise infinite waves, as determined in 2D simulations (Fig. 11e). The371

maximum rise of isopycnals, 𝜉max, also increases with increasing 𝐴0, 𝐻 and 𝜎𝑦.372

Next we examine the spanwise evolution of waves characterized by their lateral spreading at the379

surface, the evolution of the radius of curvature of the crescent-shaped waves, and the width of the380

sea surface signature as might be observed by satellite. The half-width of the laterally confined381

waves is characterized by 𝑦max, as described in Sec. 3c. Figure 12 shows that the half-width382

increases in time due to lateral dispersion. This spreading is insensitive to the initial amplitude of383
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Fig. 12. Lateral extent of the waves, 𝑦max, over time in simulations with (a) 𝜎𝑦 = 50 km and different 𝐴0 and

𝐻 as indicated in the legend, and with (b) 𝐴0 = 62.5m, and 𝐻 = 2500m and different 𝜎𝑦 as indicated in the

legend.

390

391

392

the waves, 𝐴0, and the ocean depth, 𝐻, as evident for the three cases plotted in Fig. 12a. However,384

the spreading depends sensitively upon the initial spanwise extent of the waves, 𝜎𝑦, increasing385

most rapidly if the initial width is relatively small. In the case with 𝜎𝑦 = 50 km, over 45 hours 𝑦max386

more than doubles from ≃ 156 km to ≃ 405 km. In comparison, over the same time these waves are387

predicted to propagate 410 km at their group velocity, 𝑐𝑔 ≃ 2.55m s−1. Hence, the lateral dispersion388

of such spanwise narrow internal tides is comparable with their streamwise propagation distance.389

The increase in time of 𝑦max is approximately linear over the first 45 hours of evolution.393

Finding a best-fit line to 𝑦max versus time for each of the five simulations in Fig. 12(b),394

gives their lateral spreading rates, which are plotted in Fig. 13. The spreading rate de-395

creases exponentially with increasing initial spanwise width, determined empirically by ¤𝑦max ≃396

[17.5(±3.5)km/hour] exp[−𝜎𝑦/(42±5km)].397

We have seen that phase lines at the surface bend to form arcs over time, which we quantify by400

measuring the radius of curvature, 𝑅𝑐, at 𝑦 = 0 of the zero contour associated with the 𝜕𝑥𝑢 field401

between strongest peaks in that field (see Fig. 5). Initially phase lines are parallel to the 𝑦-axis,402

and their radius of curvature is infinite. Our analysis begins after 5 hours. The results showing403

the time evolution of 𝑅𝑐 is shown in Fig. 14. As with the lateral spreading of the waves, we find404

the evolution of the curvature varies little with initial wave amplitude, 𝐴0, and ocean depth, 𝐻,405

(Fig. 14a), but depends strongly on the initial spanwise extent of the waves, 𝜎𝑦 (Fig. 14b). If406

𝜎𝑦 is sufficiently small (𝜎𝑦 ≲ 100 km), 𝑅𝑐 rapidly decreases over the first 12 hours and increases407
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Fig. 13. Dependence of the lateral spreading rate upon initial spanwise width of the waves. The red line shows

the best-fit exponential through the points.
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Fig. 14. Evolution of the radius of curvature, 𝑅𝑐 , (a) with 𝜎𝑦 = 50 km fixed and with different 𝐴0 and 𝐻

as indicated in the legend, and (b) 𝐴0 = 62.5m and 𝐻 = 2500m fixed and with varying 𝜎𝑦 as indicated in the

legend.

411

412

413

thereafter. For simulations with 𝜎𝑦 = 50 km, the minimum radius of curvature is 𝑅𝑐 ∼ 230± 10 km,408

which is comparable to the lateral extent, 𝑦max, at this time (see Fig. 12(a)). In simulations having409

wider initial waves (𝜎𝑦 ≳ 100 km), the radius of curvature generally decreases over time.410

At late times in all simulations, the radius of curvature is found to change approximately linearly414

with time. We compute this change from the slope of the best-fit line through 𝑅𝑐 (𝑡) for times415

between 24 and 70 hours. The corresponding rate of change of the radius of curvature, ¤𝑅𝑐,416

is plotted in Fig. 15. Consistent with the simulation results shown in Fig.14(b), the radius of417
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Fig. 15. From the simulations shown in Fig. 14(b), time rate of change of radius of curvature for times after

24 hours as it depends on initial spanwise extent of the waves.

424

425

curvature increases at late times if the initial spanwise extent of the internal waves is less than418

∼ 100 km, and it decreases otherwise. As we discuss below, satellites may observe the sea surface419

signature of internal tides if the waves become sufficiently steep. The analysis above suggests that420

successive snapshots over the course of 2 days could be used to measure the change in the radius421

of curvature of the sea surface signature over time from which the effective initial spanwise width422

of the waves could be inferred.423

Satellites observe the sea surface signature of internal waves through the enhancement and426

reduction of the surface roughness resulting from horizontally convergent and divergent flows at427

the surface induced by the waves. We characterise whether or not this signature can be observed428

by measuring the spanwise half-width, 𝑦𝑠, from 𝑦 = 0 within which the surface current gradient,429

𝜕𝑢/𝜕𝑥, exceeds a threshold value of 2.4× 10−4 s−1, as described in section 3c. For the horizontal430

convergence to pass the threshold, the internal tide must steepen to form solitary waves for which431

the horizontal flows at the surface become larger and change over smaller horizontal distances.432

From our previous analyses, we expect a stronger, wider and longer lasting sea surface signature433

in shallower domains for internal waves which initially have larger amplitude and wider horizontal434

extent: these more rapidly form solitary waves and, because the lateral spreading is less pronounced,435

the solitary waves persist for longer times.436

Figure 16 plots the evolution of the half-width, 𝑦𝑠, in time for six simulations. In the simulation437

with 𝜎𝑦 = 50 km, 𝐴0 = 75m and 𝐻 = 2500m the internal waves have steepened sufficiently after438

≃ 36 hours for a sea surface signature to be evident by satellite. However, the lateral spreading439
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Fig. 16. Predicted width of sea surface roughness signature, 𝑦𝑠, over time for simulations with different initial

vertical displacement amplitudes, 𝐴0, spanwise widths, 𝜎𝑦 , and depths, 𝐻, as indicated.

450

451

of these relatively narrow waves results in a reduction of the wave amplitudes such that the sea440

surface signature disappears after ≃ 42 hours. For the same waves in shallower fluid (𝐻 = 2000m)441

or with larger initial amplitude (𝐴0 = 87.5m), the sea surface signature becomes pronounced much442

earlier (after ≃ 18 hours) and its half-width extends beyond 200 km over the following 30 hours.443

In simulations with greater depth (𝐻 ≳ 3000m) or smaller amplitude waves (𝐴0 ≲ 62.5m) the444

threshold criterion for having a sea surface signature is never met. In simulations of waves having a445

wider horizontal extent (𝜎𝑦 = 75 km), the threshold criteria is met at relatively larger 𝐻 and smaller446

𝐴0. In particular, with 𝐻 = 2500m, a sea surface signature eventually appears after ≃ 37 hours447

for waves having initial amplitude as small as 𝐴0 = 62.5m, though their signal vanishes after448

≃ 47 hours due to lateral spreading.449

5. Discussion and conclusions452

We performed fully nonlinear simulations to examine the evolution of the low-mode internal tide453

as it depends on wave amplitude, ocean depth, and the spanwise extent of the waves in stratification454

characteristic of measurements taken in the South China Sea. Solitary waves of depression were455

found to evolve from the initial horizontally sinusoidal internal tide provided the initial amplitude456
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and spanwise extent of the waves were sufficiently large, with the maximum depression amplitude457

being more pronounced in shallower fluid. Corresponding to the deepening and narrowing of458

isopycnals associated with solitary waves, the horizontal flow at the surface exhibited stronger459

horizontal gradients which can result in enhanced sea surface roughening that can be observed by460

satellite. However, this manifestation of internal waves at the surface was retarded if the initial461

amplitude and spanwise extent of the waves were too small or the domain too deep.462

For the satellite image shown in Fig. 1, internal solitary waves in the South China Sea are evident463

by the arc-shaped pattern of sea surface roughness at locations A, B and C. In particular, the sea464

surface pattern indicated by A (near the observation location P1) has half-width ≃ 50 km. We465

predict that the mode-1 internal tide originating ≃ 200 km to the east at 122◦E would take 22 hours466

to propagate to site A at the group velocity 2.55ms−1, comparable with the observed speeds. The467

waves at A occur in an ocean depth 𝐻 ≃ 3000m. The sea surface signature has half-width of468

46 km and a radius of curvature ≃ 400 km. Thus our analyses suggest the effective initial spanwise469

extent of the waves was 𝜎𝑦 ≃ 75 km with initial maximum vertical displacement amplitude ≃ 65m.470

For waves with 𝜎𝑦 ≃ 75 km, the radius of curvature is expected to increase in time ≃ 12 hours after471

generation, which is observed for the waves that have propagated from location A to locations B and472

C: these have less latitudinally curved sea surface signatures with 𝑅𝑐 ≃ 466 km and 𝑅𝑐 ≃ 472 km,473

respectively.474

Although this our model is able to simulate the relatively realistic evolution of internal tides, it475

has many simplifying assumptions. Besides assuming a stationary background, we have focused476

on the evolution of the vertical mode-1 internal tide in uniform-depth fluid. By assuming initially477

sinusoidal waves in a periodic domain, we are in effect examining the temporal evolution of the478

waves in a frame of reference moving at their initial group velocity. Simulations with different479

initial amplitudes thus examine the evolution of waves originating from different phases between480

the spring and neap tides. Simulations with different domain depths given insights into the influence481

of depth upon steepening of the waves. Generally we find that the lateral spreading and radius of482

curvature of the waves about their centerline do not depend significantly upon amplitude and depth,483

but do depend strongly on the initial lateral extent, 𝜎𝑦, of the waves: the rate of spread decays484

exponentially with increasing 𝜎𝑦; the radius of curvature after ≃ 12 hours increases for 𝜎𝑦 ≲ 100 km485

and decreases for larger 𝜎𝑦.486
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The generic nature of these results suggests they may be applied to other regions in the ocean487

where internal solitary waves are observed by satellite. A complete categorization of the time488

evolution of the span and radius of curvature of the sea surface signature as it depends upon ocean489

depth and initial wave amplitude and spanwise extent could prove a useful tool in understanding490

the origins of internal solitary waves globally.491
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