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Language Evolution Research 

1866 The Famous „Ban“ by the Société de Linguistique de Paris 

 

 
1990 Pinker & Bloom 1990 

• “Natural Language and Natural Selection“ 

1990 – present 

• “Explosion” of research on language evolution and advent of evolutionary 
linguistics (e.g. Christiansen & Kirby 2003; Fitch 2010; Hurford 2007; 2012; Tallerman & 
Gibson 2012. cf. Pleyer 2012)  

Article 2: « La Société n’admet aucune communication concernant, soit l’origine du 

langage, soit la création d’une langue universelle » 

“There is a field called evolution of language, 
which has a burgeoning literature, most of which 
in my view is total nonsense.” (Chomsky 2011.) 



What Has Cognitive Linguistics Got To Offer? 

• conceptual 

• symbolic  

• interactive  

• embodied  

• perspectival 

Nature of 
Language 

• entrenchment 

• categorization 

• prototypicality 

• conventionalization 

Cognitive 
and Social 

Factors 

“Your Theory of Language Evolution Depends on Your Theory of Language” 
(Jackendoff 2010) 

(Geeraerts 2006; Langacker 2008, Bybee 2010; Langacker 2008; Tomasello 2003, 2008).  
 



“I take a certain class of syntactic theories, 
Construction Grammar, to be more compatible with 
evolutionary considerations” (Hurford 2012: 176f.) 

Construction Grammar & The 
Evolution of Language 

Construction Grammar, Cognitive Linguistics and Usage-Based 
Approaches 

• can help specify the complex set of the underlying skills, capacities and processes 
that language use, structure, acquisition and evolution depend on (cf. e.g. 
Hoffmann & Trousdale 2013; Bybee 2012; Christiansen & Chater 2008; Hurford 
2012; Tomasello 2003) 

•  amenable to interdisciplinary integration and comparative research 



Usage-Based and Constructionist Approaches 

linguistic structure is formed by the repetition and entrenchment of 
patterns in language use in richly social interactive contexts which get 
conventionalized in a community 

linguistic knowledge consists in abstractions and schematizations from 
exemplar representations of experience in context that form radial 
networks 

interpersonal communicative and cognitive processes feed into and 
shape the emergence of linguistic structure (Bybee 2013; Ellis 2013; 
Slobin 1997) 

The meaning of linguistic constructions is grounded in context and 
common ground established through cooperative activity (Clark 1996) 

e.g Beckner et al. 2009; Bybee 2010, 2012, 2013; Behrens 2009; Clark 2009; Diessel 2013 
Ibbotson 2011; Lieven 2009; 2010; Tomasello 2003,2006; Tomasello & Lieven 2008  

 



Convergences & Similarities:             
Language as a Complex Adaptive System 

Complex 
Adaptive 
Systems 

„[…] emergent phenomena grow out of an 
amplification dynamic that can spontaneously 
develop in large ensembles of interacting 
elements by virtue of the continuing circulation 
of interacting constraints and biases, which 
become expressed as system-wide 
characteristics“ (Deacon 2010: 124) 

Language is a complex adaptive system that 
arises through the interactions of three 
complex adaptive systems on different 
timescales (Kirby 2012) Kirby & Hurford 2002 



Sociocognitive Capacities & 
Motivations 

• e.g. perspective-taking (e.g. 
Clark 1997; Tomasello 2003) 

• joint attention (e.g. Baldwin 
1995) 

• Mitteilungsbedürfnis (Fitch 
2010) 

• Processes of mutual 
coordination and cooperation 

• Shared intentionality 

General Cognitive Mechanisms 

• e.g. analogy (e.g. Gentner  & Christie 
2010) 

• statistical learning (e.g. Graf Estes 2012) 

• generalization and schematization (e.g. 
Langacker 2000; Ibbotson 2011) 

• entrenchment (e.g. Lieven 2010) 

• categorization (Bybee 2010, 2013) 

• chunking & automatization  (Bybee 2010, 
2013, Bybee & Beckner 2009) 

 the acquisition and learning of language is influenced by 
a variety of cognitive factors and social scaffoldings  

The Ontogenetic Timescale 



The Glossogenetic Timescale 

cultural transmission and historical language change in dynamic 
populations are determined by social and cognitive factors as well as 
emergent properties of the transmission process (e.g. Kirby 2012).  

CL is beginning to unravel the interaction of general cognitive 
mechanisms and cultural transmission in influencing language change  

structural patterns emerge through processes of grammaticalization 
& constructionalization (e.g. Beckner et al. 2009; Bybee 2010; 
Trousdale & Traugott in press). 



Emergence of Structure 

The emergence of certain types of systematic 
structure in language can be seen as resulting 
from two competing constraints:  

a pressure to be useful (expressivity) and        
a pressure to be learned (compressibility). 



Investigating the emergence of 
systematic structure 

Explaining the emergence of systematic structure 
through the processes of social transmission and 
interaction has become a central goal in the study of 
the cultural evolution of language (Scott-Phillips & 
Kirby, 2010). 

Increasingly, computational and mathematical work 
in this area is being supported and extended by 
laboratory-based experiments (Galantucci, 2005; 
Kirby, Cornish & Smith, 2008; Fay et al., 2010). 



Emergence of Structure 

Experimental methodologies have been 
provided that allow us to test the relative effects 
of use (interaction/communication) and learning 
(intergenerational transmission).  

From Tamariz et al (in prep). 



Emergence of Structure 

• Through small manipulations in these types of 
experiments we can get markedly different 
results: 

the five emergent categories surviving are high. This table has been redrawn from Kirby, Cornish & 

Smith (2008) with permission.

So how does this actually make the language easier to learn? By dropping a 

meaning feature like colour (and in the case of spiralling and horizontally moving 

objects, shape also) the system has not only decreased the number of salient features 

to be differentiated by name, it has also effectively increased the number of possible 

tokens of each ‘type’ or category of meaning. To explain, there is only one token of a 

horizontal black square, but there are three tokens of a horizontal square, and nine 

tokens of something horizontal. By increasing the number of tokens for a given 

meaning, you increase the frequency and likelihood of it passing through the 

semantic bottleneck to be reproduced by the next generation. Systematic 

underspecification therefore appears to be a powerful adaptation, perhaps 

explaining why it appears to some extent in all four chains. We will return to this 

notion in more detail later in the discussion, but for now, we can ask ourselves how 

it is exactly that systems like this come to arise. 

The Evolution of Signal Forms

One of the exciting things about iterated language learning experiments is that we 

are able to live the diachronic linguist’s  fantasy: we have a continuous and complete 

record of the utterance acquisition and production history of every speaker in a 

language, and we can use this to find the early origins of synchronic features of the 

language. For instance, if we examine the history of the language shown in Table 4.3 

we can trace the changes each and every signal underwent over time. If we pick one 

of the signals in the final generation, for instance, ‘miniku’ (meaning ‘bouncing 

circles’) we can follow its ancestry right back to a variant in the original input: 

‘miniki’, meaning a horizontal blue square. This form was altered to ‘miniku’ by the 

very first  learner, again to refer to a horizontal blue square. It wasn’t until 

generation 4 that this signal became associated exclusively with bouncing objects, 

but then it was mostly used for bouncing triangles. By generation 7 it was being 
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Emergence of Structure 

• Through small manipulations in these types of 
experiments we can get markedly different 
results: 



The Phylogenetic Timescale 

Evolution of 

Underlying skills of 
language 

representational 
apparatus supporting 

interactive and 
dynamic discursive 

meaning construction 

domain-general, 
non- modular 

cognitive capacities 

massive storage 
capacity 

memory 

 attention  

entrenchment  

analogy 

sociocognitive 
capacities  

Cognitive 
Linguistics 

Construction 
Grammar 



Conclusion 

Language exists at three timescales that dynamically interact with one 
another – it’s a Complex Adaptive System 

There are many convergences and similarities between Cognitive Linguistics 
and Evolutionary Linguistics and the two disciplines can profit from 
interdisciplinary integration 

KEY QUESTIONS: 

• How does structure emerge? 

• What are the cognitive, interactional, and systemic 
processes involved in the development, processing 
and acquisition of constructions 

• How do structures and constructions become 
conventionalized and constructionalized? 

• What role does the verbalization of experience play 
in the evolution of language? 



Thank you for your attention! 


