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Abstract. — We describe the structure of the Whittaker or Gelfand–Graev module on a n-fold metaplectic cover
of a p-adic group G at both the Iwahori and spherical level. We express our answer in terms of the representation
theory of a quantum group at a root of unity attached to the Langlands dual group of G. To do so, we introduce
an algebro-combinatorial model for these modules and develop for them a Kazhdan–Lusztig theory involving new
generic parameters. These parameters can either be specialized to Gauss sums to recover the p-adic theory or to
the natural grading parameter in the representation theory of quantum groups. As an application of our results, we
deduce geometric Casselman–Shalika type results for metaplectic covers, conjectured in a slightly different form
by S. Lysenko, as well as prove a variant of G. Savin’s local Shimura type correspondences at the Whittaker level.
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1. Introduction

Let F be a non-archimedean local field and G = G(F) the points of a simple (split) Chevalley group. To
a pair (Q, `) where ` is a positive integer and Q is a Weyl group invariant quadratic form on the coweight
lattice of G, we may associate a metaplectic `-fold covering group G̃ of G. On the other hand, for a specific
choice of Q (essentially the ‘minimal’ or ‘primitive’ choice, see §3.2.8) and any `, we can also construct
another object, namely the (big) quantum group U̇ζ

(
Ǧ
)

of the dual group Ǧ at an 2`-th root of unity ζ ∈ C.
The main aim of this paper is twofold: first, to elucidate the structure of the space of spherical Whittaker
functions on G̃, denoted Wψ(G̃,K) and sometimes called the spherical Gelfand–Graev representation, as
a module over the spherical Hecke algebra H(G̃,K); and second, to express this structure in terms of the
category of finite-dimensional representations Rep

(
U̇ζ (Ǧ)

)
equipped with the action (by quantum Frobe-

nius) of the category of representations of a complex algebraic group Rep
(
Ǧ`

)
. In doing so, we believe

that a number of curious phenomenon in the representation theory of p-adic covering groups that have been
trickling into the literature since the pioneering work of Kazhdan–Patterson [55] can now be paired to bet-
ter studied counterparts in the quantum group world where they often have a more transparent meaning.
For example, throughout this introduction we focus on the case of ‘geometric’ Casselman-Shalika formulas
for metaplectic groups which, as far as we know, were both unavailable and perhaps not thought to have
a reasonable form by the p-adic community prior to this work. We see now that such formulas record the
complexity of decomposing certain tensor products of quantum group representations. The latter problem
is noticeably more involved than the corresponding one for representations of complex algebraic groups,
which (as we explain later in this introduction) is connected to geometric Casselman–Shalika problems for
linear groups. As another application, we formulate a local Shimura correspondence (see [86]) at the level of
the Gelfand–Graev representation that encapsulates certain ‘exceptional’(1) phenomenon in Wψ(G̃,K) ob-
served by Gao–Shahidi–Szpruch [39] and provide for it an interpretation in terms of tensor product theorems
for irreducible (and indecomposable tilting) modules of quantum groups.

Let us mention that an important source of both motivation and inspiration for us comes from the fol-
lowing picture. Replacing Wψ(G̃,K) with a certain category of twisted sheaves on an affine Grassmannian
attached to G, an equivalence to the category of representations of the same quantum group at a root of unity
was conjectured by D. Gaitsgory and J. Lurie in [35], described in a form closest in spirit to this work, by
Lysenko [72], and studied further in [22, 36, 37]. In fact it was the Casselman–Shalika formula conjectured

(1)Here ‘exceptional’ in the metaplectic world means that it behaves ‘normally,’ or as in the linear group case
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by S. Lysenko [72, Conjecture 11.2.4] linking these twisted sheaves to quantum groups which lies at the
origin of this work, and one of our main results is a verification of a version of this conjecture at the level of
graded Grothendieck groups. Indeed, whereas the cited works are concerned with relating certain categories
of sheaves with categories of representations, the present work draws out aspects of this correspondence
visible at the (function theoretic) level of p-adic Whittaker integrals on metaplectic groups.

To connect the p-adic and quantum pictures, we introduce a third ‘generic’ space Vsph depending on
certain formal parameters that can be specialized to either the Gauss sums in the p-adic world or to the
grading within the representation category of the quantum group. This space carries an action of a certain
spherical Hecke algebra H̃sph, and the connections we describe in this work can be summarized pictorially

Vsph

Wψ(G̃,K) KR
0 (Rep(U̇ζ (Ǧ)))

?̃

Hsph

p q

?

H(G̃,K)

−⊗Fr

Rep(Ǧ`)

where KR
0 (Rep(U̇ζ (Ǧ))) is a graded version of the Grothendieck group (more precisely, the enriched right

Grothendieck ring of [29]). In other words, the structure of Wψ(G̃,K) as a H(G̃,K)-module is the same (up
to certain specializations involving Gauss sum) as that of KR

0 (Rep(U̇ζ (Ǧ)) with the action of K0(Rep(Ǧ`)).

To describe Vsph, let us first recall some aspects of the structure of Rep
(
U̇ζ (Ǧ)

)
, a category which in

many ways resembles the representation category of algebraic groups in positive characteristic. Irreducible
objects in Rep

(
U̇ζ (Ǧ)

)
have an intricate structure and computing their characters in terms of known charac-

ters of (co)standard objects is a hard problem that was described through certain conjectures of Lusztig [69]
(and now mostly all proven) and involves certain (affine, parabolic) Kazhdan–Lusztig polynomials [31, 56].
Now, the combinatorial nature of Rep

(
U̇ζ (Ǧ)

)
and certain canonical bases for them were further elaborated

upon through the works of Lascoux–Leclerc–Thibon [64, 65] in type A (see [43, 62, 63] for extensions to
general type), and these works play a decisive role in this paper. The space Vsph has a similar construction
to the ‘Fock’ space in [65], but must now be enhanced to include the Gauss sum parameters, which are
inbuilt to the action of H̃sph and so seem essential to include. What surprised us was that this ‘upgrade’ to
Gauss sums can a posterori be ‘hidden’ if bases are chosen appropriately. In other words, we may choose
basis elements in Vsph so that the action given by the metaplectic Demazure-Lusztig operators of Chinta–
Gunnells–Puskás [25, 26] (which are central to studying Wψ(G̃,K)) exactly match the action of the affine
Hecke algebras in [65]. To connect to the p-adic setting, one need to put back in the Gauss sums. This can
be done in a prescribed manner and this process motivated us to introduce a Gauss-sum twisted version of
Kazhdan–Lusztig theory based on an involution built out of the operators mentioned above. The polynomi-
als in this theory are presumably connected to the metaplectic Macdonald polynomials introduced recently
by [83, 84], see [9]. We might also note here that these Gauss sums (in the p-adic context) contain crucial
arithmetic information needed for the applications of metaplectic Whittaker functions (e.g. to the theory of
multiple Dirichlet series, see [19, 20]).

Before describing our main results in more detail, let us note that there are other areas in which similar
types of affine Weyl group combinatorics arise, e.g. affine Lie algebras at critical level, representation theory
of algebraic groups in positive characteristic, and so our results might equally link the metaplectic world to
these areas. However, we prefer to work in the quantum world where earlier works by the first named author
and collaborators (see [13,15,16]) uncovered connections between certain affine quantum groups at generic
values (so not at roots of unity) and metaplectic groups. Though this is not the connection described here,
the present work seems to ‘predict’ this other connection, as will be explained in forthcoming work by the
first named author.
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1.0.1. Formulas of Casselman–Shalika type for linear groups. — Before turning to covers, let us recall a
few results of Casselman–Shalika type for linear (i.e. trivial cover) groups. These results are well-known,
but our presentation here is influenced by our work in the non-linear setting. As above, write G := G(F) and
consider H(G,K), the spherical Hecke algebra of G with respect to a maximal compact subgroup K. It is an
algebra under convolution and is equipped with a natural p-adic basis h

λ̌
given by characteristic functions

of double cosets Kπ λ̌ K with λ̌ ∈ Y+ a dominant coweight. The Satake isomorphism [85], as reinterpreted
by Langlands [61, Ch. 2], gives an identification

S : H(G,K)
∼→ K0(Rep(Ǧ(C))) (1.1)

between the spherical Hecke algebra and the representation ring of the dual group Ǧ(C) of G. To each
irreducible highest weight representation V

λ̌
∈ Rep(Ǧ(C)) we can assign an element c

λ̌
∈H(G,K) and an

expression for such an element in terms of the h
λ̌

basis of H(G,K) is described by a formula due to Kato
and Lusztig [50, 70] (it involves certain affine, parabolic Kazhdan-Lusztig polynomials).

Let ψ be a non-trivial additive character of F of conductor 0, extended to U = U(F), the unipotent
radical of some fixed Borel subgroup, and consider Wψ(G,K) the space of compactly supported functions
on G which are (U,ψ)-left invariant and right K-invariant. To each coweight µ̌ ∈ Y , we can consider the
unique function Jµ̌ ∈Wψ(G,K) which takes the value 1 on π µ̌ and is supported on Uπ µ̌K. One finds that
Jµ̌ is only well-defined when µ̌ ∈ Y+ and that such elements form a C-basis of Wψ(G,K). Denoting by ?

the natural right convolution of H(G,K) on Wψ(G,K), for µ̌, λ̌ ∈ Y+, we may ask to rewrite the product
Jµ̌ ?h

λ̌
in terms of the basis {J

ζ̌
}

ζ̌∈Y+
. For µ̌ fixed, and λ̌ large and dominant (compared to µ̌), the answer

to this question is given by the usual Casselman–Shalika formula [23]. To explain this, denote by

CS(µ̌) := ∏
a>0

(1−q−1Y−ǎ)χµ̌(Y ) (1.2)

the formula for the unramified spherical Whittaker function found in op. cit., where the notation used is
as follows: Y−ǎ represents an element in the group algebra of coweights C[Y ] corresponding to the simple
coroot ǎ; χµ̌(Y ) is the Weyl character for the irreducible representation Vµ̌ of Ǧ(C) of highest-weight µ̌; q
is the cardinality of the residue field of F; and the product is over all positive roots of G. In analogy with
[70, Thm 6.6], which works in the context of affine Hecke algebras, one may show

Jµ̌ ?h
λ̌
= CS(µ̌)◦J

λ̌
where we set Yµ̌ ◦Jζ̌

= J
µ̌+ζ̌

. (1.3)

It is important to note that upon applying ◦, one may encounter elements in the right hand side of the form
J

λ̌+ζ̌
where λ̌ + ζ̌ is no longer dominant. So to correctly interpret (1.3) as a formula in Wψ(G,K), one

needs to formally introduce elements Jµ̌ for µ̌ ∈ Y \Y+, subject to the following ‘straightening’ rules in
terms of the ‘dot’ action • (see (3.69)) of the Wey group :

Jµ̌ =

{
−Jµ̌•sa if 〈µ̌ + ρ̌,a〉 6= 0
0 if 〈µ̌ + ρ̌,a〉= 0,

(1.4)

where in the above formula a is a simple root and ρ̌ is the half-sum of the positive coroots. Notice that if
µ̌ is fixed and λ̌ is chosen very large, we can arrange for all the terms in the right hand side of (1.3) to be
dominant, i.e. no straightening rules are involved, and one just recovers a λ̌ -shift of the usual Casselman–
Shalika formula. Note that such a relation for λ̌ large compared to µ̌ can be proven directly using a limiting
procedure, i.e. independently of the computation of the formula in [23]. For this reason, we might refer to
the formula for CS(µ̌) in [23] as the asymptotic Casselman–Shalika formula. As a corollary of (1.3), (see
[70, Corollary 6.8]), one deduces the existence of an element C

λ̌
∈H(G,K) for λ̌ ∈ Y+ that satisfies both

J0 ?Cλ̌
= J

λ̌
(1.5)

and the condition that, under the Satake map (1.1),

S(C
λ̌
) = [V

λ̌
], so that in fact C

λ̌
= c

λ̌
, (1.6)
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the element introduced above. As the elements c
λ̌

have a natural description in a geometric context, namely
within the category of perverse sheaves on the affine Grassmannian, the geometric analogue of (1.5) is often
called the geometric Casselman–Shalika formula, see [32, 33, 79, 80]. Through a slight abuse of notation,
one often calls the formula (1.5) by the same name. Using (1.5), we compute

Jµ̌ ? c
λ̌
= J0 ? cµ̌ ? c

λ̌
= J0 ?∑

η̌

cη̌

µ̌,λ̌
cη̌ = ∑

η̌

cη̌

µ̌,λ̌
Jη̌ , (1.7)

where cη̌

µ̌,λ̌
:= dimC Hom(Vη̌ ,Vµ̌ ⊗V

λ̌
) are the Littlewood–Richardson coefficients for Ǧ(C). The above

results show that the map h 7→ J0 ? h from H(G,K)→Wψ(G,K) is an isomorphism of H(G,K) modules
sending c

λ̌
to J

λ̌
. Combined with the Satake isomorphism, we also obtain an isomorphism

Wψ(G,K)' K0
(
Rep(Ǧ(C))

)
intertwining the H(G,K) action on Wψ(G,K) with the K0

(
Rep(Ǧ(C))

)
-action (by tensor product) on itself.

1.0.2. Metaplectic Casselman–Shalika type problems. — Let us now turn to the case of an n-fold meta-
plectic cover G̃ of G. One can again construct a space of (genuine) spherical Whittaker functions Wψ(G̃,K)

equipped with a right convolution by the spherical Hecke algebra H(G̃,K). The space Wψ(G̃,K) has a
basis denoted J̃

λ̌
, λ̌ ∈ Y+ and constructed in a similar fashion to J

λ̌
. On the other hand, although one can

define elements h̃
λ̌
∈H(G̃,K) for any λ̌ ∈ Y as above, it turns out that unless λ̌ lies in a certain sublattice

of finite index Ỹ+ ⊂ Y+, the element h̃
λ̌

is not well-defined. This ‘reduction in support’ is a hallmark of the
metaplectic world. Nonetheless, one may work with H(G̃,K) in a similar manner to H(G,K), and in fact
Savin [77, 86] showed H(G̃,K)∼= K0(Rep(Ǧ(Q,n)(C))) for a complex group whose root data is determined
from that of G and the metaplectic structure (Q,n) used to define G̃.

One can define c̃
λ̌
∈H(G̃,K) (uniquely) for any λ̌ ∈ Ỹ+ to satisfy the first condition in (1.6). Although

the condition (1.5) breaks down, i.e. J̃0 ? c̃
λ̌
6= J̃

λ̌
for some λ̌ ∈ Ỹ+, we show in this paper that the rela-

tion (1.3) persists if we replace CS(µ̌) with its metaplectic version C̃S(µ̌) as studied in [77, 81], i.e.

J̃µ̌ ? h̃
λ̌
= C̃S(µ̌)◦ J̃

λ̌
, where µ̌ ∈ Y+, λ̌ ∈ Ỹ+, (1.8)

where to make sense of the right hand side we introduce certain ‘metaplectic’ straightening rules, see Propo-
sition 4.3.2. These rules are computationally involved, but as mentioned above, they remarkably (at least to
us) recover the straightening rules found some time ago by Lascoux–Leclerc–Thibon [65] in type A (see [43]
and [63] for the extension to general type) under a quantum specialization. Inspired by [65], we use these
straightening rules to define an involutions of Kazhdan–Lusztig type that allows us to construct two new
bases {L̃

λ̌
}

λ̌∈Y+
and {T̃

λ̌
}

λ̌∈Y+
of Wψ(G̃,K) starting from our original basis J̃

λ̌
. We call these the canon-

ical bases in analogy with their quantum counterpart. One should understand the bases L̃
λ̌

, J̃
λ̌

and T̃
λ̌

as
p-adic versions of the irreducible, (co)standard and indecomposable tilting modules for the corresponding
quantum group at roots of unity. Let us note that the existence of these new bases suggests three natural
metaplectic(2) analogues of the linear geometric Casselman–Shalika problem (1.5):

– compute J̃µ̌ ? c̃
λ̌

for λ̌ ∈ Ỹ+ and µ̌ ∈ Y+; and
– compute L̃µ̌ ? c̃

λ̌
and T̃µ̌ ? c̃

λ̌
for λ̌ ∈ Ỹ+ and µ̌ ∈ Y+.

As it turns out, each of these questions can be answered.

1.0.3. Quantum groups at roots of unity. — The quantum groups of relevance in this paper are Lusztig’s
dotted version with divided powers. To define them, one constructs an ‘integral’ form (or rather a Z[u,u−1]
form, where u is the deformation parameter in the quantum group) and then specializes the variable u to
a root of unity ζ ∈ C. The corresponding object will be called U̇ζ (G) where G(C) is the complex group
attached to some root datum. In the main body of this paper, we adopt a slighly different notation, but

(2)If one performs the same procedure in the linear case, one would find that both canonical bases agree with the standard basis.
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still emphasize that the quantum group we construct depends on a root datum, and not just a Cartan da-
tum, i.e. not just the data needed to specify a semi-simple Lie algebra. What is of particular importance
for us is not the quantum group itself, but the structure of its (graded) representation category of finite-
dimensional modules Rep(U̇ζ (G))(3). When u is specialized to a root of unity, the representation theory of
the quantum group diverges from the complex representation theory of semi-simple Lie algebras. For ex-
ample, although irreducible highest weight modules from the complex semi-simple theory can be deformed
to objects ∆λ ∈ Rep(U̇ζ (G)) for λ ∈ X+ a dominant weight, such modules may be reducible. One can
still compute their character by the Weyl character formula, and so these modules are often called Weyl or
standard modules. Understanding their irreducible quotients Lλ was the subject of conjectures put forth by
Lusztig and answered by combining the work of several groups, see [2, 48, 49, 52–54]. In addition to the
irreducible and (co)standard modules, there is another important class of modules in Rep(U̇ζ (G)) called
the indecomposable tilting modules Tλ , again indexed by λ ∈ X+. The relation between the Tλ and the
(co)standard modules were the subject of conjectures and then theorems of Soergel [90, 91].

In contrast to the representation theory of complex Lie algebras, the category Rep(U̇ζ (G)) is no longer
semi-simple as one has non-trivial extensions between irreducible objects. As such, the usual Grothendieck
group construction loses important information about the category, and one may work with various enhance-
ments to try to recapture this lost data. It seems to be well-understood that the category is also graded in
the sense of [89] and hence its Grothendieck group has a natural Z[τ,τ−1]-structure. We could not find an
explicit reference in the literature outside of rank 1 (see [3]), so as a substitute we work here with the so-
called left and right enriched Grothendieck rings KL

0 (Rep(U̇ζ (G))) and KR
0 (Rep(U̇ζ (G))) of [29]. They are

Z[τ,τ−1]-modules with basis indexed by the classes of standard objects [∆λ ] and costandard objects [∇λ ],
respectively, where λ ∈ X+. In these spaces one has expansions

[Lλ ] = ∑µ∈X+∩λ•Waff
o−

λ ,µ(τ)[∇µ ], and conjecturally [Tλ ] = ∑µ∈X+∩λ•Waff
o+

λ ,µ(τ
−1)[∆µ ], (1.9)

where o±
λ ,µ(τ) are certain parabolic Kazhdan–Lusztig polynomials and • is the dilated dot action on the

weight lattice. In contrast to this, working with the usual Grothendieck ring, one finds similar relations,
but with a specialization of the polynomials o±

λ ,µ(−1) that produces character formulas for irreducibles
(Lusztig’s conjecture) and for indecomposable tiltings (Soergel’s conjecture [90, §7]).

For a certain algebraic group G` constructed from the root data for G and the integer `, there exists
a functor Fr : Rep(G`(C))→ Rep(U̇ζ (G)) which equips the latter category with an action by the former.
We write this as W,V 7→W ⊗Fr(V ) where W ∈ Rep(U̇ζ (G)),V ∈ Rep(G`(C)) and call it quantum Frobe-
nius. That the construction of the group G` parallels the construction of the algebraic group controlling the
spherical Hecke algebras of metaplectic `-fold covers is an observation, often regarded as a curiosity in the
metaplectic community (see [97]), that we believe can be given a suitable context through the present work.
One may pose the following questions in KR

0 (Rep(U̇ζ (G))):
– write ∇µ ⊗Fr(Vλ ) in terms of the ∇η (or more precisely, understand a ∇-filtration of ∇µ ⊗Fr(Vλ ));
– write Lµ ⊗Fr(Vλ ) and Tµ ⊗Fr(Vλ ) in terms of the ∇η .

As it turns out, all of these questions can be answered. The second is the subject of the so-called Steinberg-
Lusztig theorem, which states that Lµ ⊗Fr(Vλ ) ' Lµ+λ whenever µ is in some ‘restricted’ set of weights
and λ is in the dominant l-weight lattice Xl,+ of G`. The last is the subject of the tilting tensor product
theorem, which states that for µ ‘restricted’ one can define a new weight µ† such that Tµ†⊗Fr(Vλ ) = Tµ†+λ

(see §7.3.6 for more details). As for the first question, the answer is given by the q-Littlewood–Richardson
coefficients of Lascoux–Leclerc–Thibon [64, 65] (type A) and Haiman–Grojnowski [43] (general type).

1.0.4. Main result and some consequences. — As mentioned above, the connection between the meta-
plectic and quantum worlds goes through a combinatorial model consisting of a representation Vsph of the
spherical subalgebra H̃sph of H̃aff. We define a ring Zτ,g (see , see §2.0.9) which depends on both a parameter
τ as well as a family of other parameters gk modelling the behavior of certain Gauss sums from the p-adic
world, and Vsph is a module over it. The space Vsph can be obtained as a quotient of a representation V on

(3)The dotted and non-dotted quantum groups at a root of unity have equivalent representation theory (see [71, §31] or [7, §3.7]).
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which the affine Hecke algebra H̃aff acts via the metaplectic Demazure-Lusztig operators of [26, 81]. More-
over, Vsph has a natural basis [vµ̌ ], µ̌ ∈ Y+ and an involution of Kazhdan–Lusztig type which produces new
bases denoted [Gµ̌ ] and [G−

µ̌
]. Working with the basis [vµ̌ ], the space Vsph behaves identically to the Fock

spaces considered in Leclerc–Thibon [65] – in other words, it is the one in which the Gauss sum parameters
can be ‘hidden’. To make a connection to the p-adic world however, we work with renormalizations [Yµ̌ ],
[Gµ̌ ], and [G−

µ̌
] of [vµ̌ ], [Gµ̌ ], and [G−

µ̌
], respectively, that makes the Gauss sum parameters again manifest.

By specializing the parameters τ,gk accordingly, the space Vsph recovers Wψ(G̃,K) under what we call
a p-adic specialization p and KR

0 (Rep(U̇ζ (Ǧ)) under what we call a quantum specialization q. Each of
the spaces Wψ(G̃,K), Vsph, and KR

0 (Rep(U̇ζ (Ǧ)) carry natural actions by essentially isomorphic algebras
H(G̃,K), H̃sph, and K0(Rep(Ǧl)), respectively. Our main result asserts that p and q intertwine these actions.

Theorem (see Thm. 8.1.4). — Let ` be a positive integer. Let (Q, `) be a metaplectic twist on the group G
and G̃ the corresponding `-fold metaplectic cover. Assume that G and G(Q,`) are of simply-connected type.

1. There exists an isomorphism that that intertwines the H̃sph and H(G̃,K) actions, and denoted again as

p : C⊗Zτ,g Vsph
'−→Wψ(G̃,K) sending [Yµ̌ ] 7→ J̃µ̌ , (1.10)

The map p sends [G−
µ̌
] and [Gµ̌ ] to the canonical basis L̃µ̌ and T̃µ̌ , respectively.

2. If ` is larger than the Coxeter number of Ď and KL-good (see §7.5), there exists an isomorphism

q : Z[τ,τ−1]⊗Zτ,g Vsph
'−→ KR

0 (Rep(U̇ζ (Ǧ))) sending [Yµ̌ ] 7→ [∇µ̌ ] for µ̌ ∈ Y+, (1.11)

that intertwines the H̃sph and K0(Rep(Ǧ`)) actions. Moreover, the map q sends [G−
µ̌
] to [Lµ̌ ].

Remark. — 1. A (conjectural) relation between [Gµ̌ ] and the tilting modules T
λ̌

is explained in §8.1.6.
This depends on certain facts about graded decomposition numbers which we could not find in the
literature on quantum groups (though we believe they may be known).

2. The hypothesis that G(Q,`) is simply connected can be easily discarded if one works with extended
affine Hecke algebras; we only impose it to simplify some of the exposition and computations. On the
quantum side, the hypothesis that Ǧ is of adjoint type and the conditions on ` are more serious: they
allow us to use a generalization of Lusztig’s conjecture whose proof depends on the Kazhdan–Lusztig
equivalence [57]. We do not believe the KL-good condition is necessary for the proof of (1.11) (and
therefore Lysenko’s conjecture), see Remark 7.5.4.

One can now obtain solutions to the geometric Casselman–Shalika problems described above

Corollary (See Thm. 6.3.2 and Prop. 7.5.4). — Let ζ̌ ∈ Ỹ+.

1. If λ̌ ∈ Y+ is ‘restricted’ (see §3.4.9) then L̃
λ̌
? c̃

ζ̌
= L̃

λ̌+ζ̌
.

2. If λ̌ ∈ Y+ is ‘restricted’ and we define λ̌ † := λ̌0 ·w0 + 2(ρ̃∨− ρ̌), where ρ̃∨ is the analogue of ρ̌ for
G(Q,n), then T̃

λ̌ † ? c̃
ζ̌
= T̃

λ̌ †+ζ̌
.

3. There exist gQη̌

µ̌,λ̌
∈ Zτ,g such that with respect to p : Zτ,g→ C and q : Zτ,g→ Z[τ,τ−1]

J̃µ̌ ? c̃
λ̌
= ∑η̌ p(

gQη̌

µ̌,λ̌
)J̃η̌ and [∇µ̌ ⊗Fr(V

λ̌
)] = ∑η̌∈Y+ q(

gQη̌

µ̌,λ̌
)[∇η̌ ]. (1.12)

Let us note the following about Corollary 1.0.4 (3). First, the left side of (1.12) describes the action of
the spherical Hecke algebra on the basis J̃µ̌ of Wψ(G̃,K) (which is the most natural basis from the p-adic
perspective; the bases L̃µ̌ and T̃µ̌ have a more geometric flavor). The answer is given in terms of Gauss
sum twisted versions of the q-Littlewood–Richardson coefficients which can still be computed by a similar
combinatorial algorithm as for the untwisted version. Note that these latter objects are the building blocks
of LLT polynomials and objects of considerable combinatorial interest (see [42, 43]).

7



Second, part (3) answers a version of Lysenko [72, Conjecture 11.2.4] at the level of enriched
Grothendieck groups. This seems simultaneously both ‘less and more’ than the original conjecture– less as
op. cit. works at the level of the derived category whereas we work at the level of the enriched Grothendieck
group; and perhaps more (though this may be only due to the authors’ ignorance) since our arguments
naturally produce the elements gQη̌

µ̌,λ̌
containing arithmetic information in the form of Gauss sums which

we do not see in Lysenko’s conjecture. It would be interesting to understand the representation theoretic or
geometric significance of gQη̌

µ̌,λ̌
.

1.0.5. Iwahori level analysis. — Although the results described above are at the spherical level, nearly
everything we have said requires an Iwahori level analysis. Let I− be the Iwahori subgroup attached to the
Borel with unipotent radical U− (the one opposed to U). Consider Wψ(G̃, I−) the space of (genuine) left
(U,ψ) and right I− invariant compactly supported functions on G̃ which carries an action of the Iwahori–
Hecke algebra H(G̃, I−). The structure of H(G̃, I−) was first described by G. Savin [77, 86, 87]. As in the
linear case, H(G̃, I−) has two different descriptions, an Iwahori–Matsumoto description and a Bernstein
type presentation, the latter of which identifies it as HW ⊗C[Ỹ ]. Now, as was observed in [81], the larger
space C[Y ] carries the action of certain metaplectic Demazure–Lusztig operators T̃w for w ∈W , as well as
the translation action of C[Ỹ ] and hence can be equipped with a H(G̃, I−)-action.

Theorem (see Prop. 6.1.6 and 6.2.1). — The natural averaging map (restricted to the big cell),

Avgen
U− : Wψ(G̃, I−) '−→ C[Y ] (1.13)

is an isomorphism of vector spaces which intertwines the action of H(G̃, I−) on Wψ(G̃, I−) by convolution
and the action via translation and metapletic Demazure–Lusztig operators on C[Y ].

The proof uses techniques from [81] combined with ideas from [65]. It gives

– a natural basis {Y
λ̌
}

λ̌∈Y of Wψ(G̃, I−) defined by Avgen
U−(Yλ̌

)=Y
λ̌

for λ̌ ∈Y , and an explicit description
of the action of H(G̃, I−) in this basis;

– a decomposition into a sum of (explicitly described) H(G̃, I−)-modules (see Prop. 6.2.5)

Wψ(G̃, I−) =⊕
η̌∈A•−,n

Wψ(G̃, I−)(η̌), (1.14)

where A
•
−,n is the upper-closure of a certain alcove defined by an affine root system connected to Ỹ .

Remark. — The module Wψ(G̃, I−) is the p-adic specialization of a Zτ,g- module V (see §4.2) for an affine
Hecke algebra H̃aff. Although we do not pursue it here, V can be equipped with a Kazhdan-Lusztig type
basis that specializes to one for Wψ(G̃, I−) (and which can be related to the natural p-adic basis Y

λ̌
above).

1.0.6. Local Shimura correspondence and other applications. — The Iwahori analysis presented above
allows us to formulate a Gelfand–Graev version of Savin’s local Shimura correspondence [86]; namely that
the H(G̃, I−)-submodule Wψ(G̃, I−)(−ρ̌) and the H(G̃,K)-submodule Wψ(G̃,K)(−ρ̌) behave essentially
like their counterparts in the linear (or non-metaplectic) setting for the group G(Q,n) (see Propositions 8.2.3
and 8.2.4). We use this to prove in Proposition 8.2.4 a ‘linear’ geometric Casselman–Shalika formula in the
metaplectic world (see [39] for an asymptotic Casselman-Shalika formula at the same coweight).

Proposition. — Let ρ̃∨ be the analogue of ρ̌ for G(Q,n) and let µ̌ ∈ Ỹ+. Then J̃ρ̃∨−ρ̌ ? c̃µ̌ = J̃ρ̃∨−ρ̌+µ̌ .

A corollary of this result is the fact that for coweights of the form ρ̃∨− ρ̌ + µ̌ , the p-adic elements
J̃ρ̃∨−ρ̌+µ̌ and the canonical elements L̃ρ̃∨−ρ̌+µ̌ and T̃ρ̃∨−ρ̌+µ̌ are equal. This result has a nice interpretation
on the quantum side: the irreducible, indecomposable tilting, and (co)standard modules with (Steinberg)
weights ρ̃−ρ +µ for µ in the dominant l-dilated weight lattice Xl,+ are equal (see [75, Corollary 6.8], [4]).

Other applications in §8.3 include relations of the transition coefficients from the basis J̃
λ̌

to the basis L̃
λ̌

with the strong linkage principle from the theory of quantum groups ([6, 7]), a µ̌-large asymptotic version
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of the geometric Casselman-Shalika formula (not to be confused with the formula (1.3) discussed earlier
where µ̌ small compared to λ̌ ). We also add some speculations about the relation of our work to that of
Frenkel–Hernandez [34] and McGerty [75].

1.0.7. Relation to Existing Literature. — This work was inspired by an attempt to understand the p-adic
significance of some of the ideas and conjectures in the work of Lysenko [72] within the general program
initiated in [35]. The works of Lascoux–Leclerc–Thibon, especially [65], played a central role in this paper
as we hope the introduction has already made clear. We found the extensions of this work in the papers of
Grojnowski–Haiman and Lanini–Ram(–Sobaje) to be especially helpful, and our proof of the tensor product
theorems follows the elegant argument in [62] using the Littelmann path model. We note here that the
second tensor product theorem we prove in Proposition 3.9.1 (and which is inspired by Andersen’s tensor
product theorem for tilting modules [4]) seems to be new, though we emphasize that the method of proof is
a simple modification of the argument in [62]. As a small repayment towards our debt to these works, let us
perhaps mention that our Proposition 3.8.2 produces natural Demazure–Lusztig type operators, built out of
the Chinta–Gunnells actions (suitably abstracted from their p-adic origins), which encapsulate the actions
considered in [65]. Whether the suggested connection to Casselman–Shalika type problems yields anything
new on the combinatorial side remains to be investigated.

A link between quantum affine groups (at generic parameter) and metaplectic Whittaker functions ap-
peared in the work by the first author and collaborators [13–17] and which has gaven rise to: connections
to (super-symmetric) LLT polynomials in type A [17], metaplectic representations of the affine Hecke alge-
bra [14], the combinatorial study of metaplectic Whittaker functions via the theory of lattice models [13,16]
and a theory of vector-valued metaplectic Demazure–Lusztig operators [16]. We will explore the connec-
tions between these ideas and the current paper in future work.

The interesting recent work of Sahi–Stokman–Venkateswaran [83, 84] builds on ideas similar to those
we used from [65]. The affine Hecke algebra representation we introduce in §4.2.1 appears in [83, Theorem
3.7] from an algebraic perspective. A highlight of [83, 84] is the extension of this space to a representation
of the double affine Hecke algebra, which produces a natural basis depending on an additional parameter.
This is used in the construction of ‘metaplectic’ Macdonald polynomials that are known to specialize to
values of metaplectic Iwahori–Whittaker functions. It would be interesting to better understand the relations
between our work and theirs, in particular to understand the p-adic meaning of the DAHA structure and the
extra parameter it introduces. Moreover, the polynomials gQη̌

µ̌,λ̌
may be used to construct g-twisted LLT

polynomials by using the formula after [43, Eq. (13)] and it seems natural to relate these polynomials to the
metaplectic Macdonald polynomials of [83, 84] in the spirit of [42, 43].

Building upon (what we understand were) ideas and suggestions by G. Savin and S. Lysenko, the recent
work [38] approaches Wψ(G̃, I−) by working at the level of pro-p Iwahori subgroups. Using this work, one
can extract an alternate proof of Proposition 6.2.1. As our proof is based on [81], we do not actually need
any pro-p techniques. Nonetheless, one hopes that the pro-p methods are more than just a technical tool that
can be circumvented and may in fact be an essential feature of the theory.

1.0.8. Remarks on the organization of the paper. — We refer the reader to the table of contents which
hopefully makes our organizational scheme transparent. For a table of frequently used notation, we refer
to §2.0.11. Let us just comment here that the longest section of this work, Section 3, introduces both
preliminaries, but also revisits the works of Leclerc-Thibon [65] in such a way that the applications to
p-adic groups and the metaplectic polynomial representation follow quite easily. The key new results in
Section 4 are the ‘straightening’ rules for the Chinta–Gunnells–Puskás operators which allow us to produce
g-twisted versions of the results in Section 3 and connect them to our p-adic results in §6.2. The main p-adic
results in §6.3 make use of this connection. The proof of our main result in §8.1 follows immediately from
what we established before. To conclude our paper, we present in §8.2 some applications of our work to the
‘local’ Shimura correspondence and investigate natural combinatorial questions in §8.3.

1.0.9. Acknowledgements. — M.P. would like to thank A. Braverman for a helpful discussion about topics
related to this work and J. Sussan for very useful guidance into the world of quantum groups at a root of
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2. Notations and conventions

General conventions.

2.0.1. — Bold faced objects denote functors (of groups usually) and the corresponding roman letters will
denote the field-valued points. For example, G will be a group-valued functor and G will denote G(F),
where F is a field, assumed to be specified implicitly in our discussion.

2.0.2. — For an abelian group H and (commutative, unital) ring R, we write R[H] for the group algebra of
H with coefficients in R and typically denote the elements in R[H] as Ha,Hb etc. with a,b ∈ H and with
multiplication defined as HaHb = Ha+b.

2.0.3. The Grothendieck group. — Let C be an abelian C-linear monoidal category (not necessarily semi-
simple) whose objects have finite length. The Grothendieck group of C shall be denoted by K0(C ) and its
complexification C⊗Z K0(C ) by KC

0 (C ). To every object in X ∈ C we write its class as [X ] ∈ K0(C ).

2.0.4. — Typically, we reserve the symbol F for a general field and F for a non-archimedean local field.

Notation for p-adic fields and Gauss sums

2.0.5. Non-archimedean local fields. — Let F be a non-archimedean local field with ring of integers O
and valuation map val : F∗ → Z. Let π ∈ O be a uniformizing element, κ := O/πO be the residue field,
ω : O→ κ the natural surjection, and let us write q for the cardinality of κ . Denote by ϖ : O→ κ the natural
quotient map. For k≥ 0, set O∗[k] = {x ∈ F∗ | val(x) = k} and O(k) = {x ∈ F∗ | val(x)≥ k} so that the units
in O are O∗ = O∗[0], where O∗[k] = O(k)\O(k+1).

2.0.6. Hilbert symbols, assumptions on q and n. — For A an abelian group, a bilinear Steinberg symbol is
a map (·, ·) : F∗×F∗→ A such that (·, ·) is bimultiplicative, i.e., (x,yz) = (x,y)(x,z) and (xy,z) = (x,z)(y,z)
and also (x,1− x) = 1 if x 6= 1. In this paper, we focus exclusively on the case of (tame) Hilbert symbols.
To define these, assume q ≡ 1 mod 2n and let µn ⊂ F be the set of n-th roots of unity with |µn| = n. The
n-th order Hilbert symbol (see e.g. [88, §9.2, 9.3]) is a bilinear map (·, ·)n : F∗×F∗ → µn. As n is fixed
throughout our paper, we often drop it from our notation. Note that (·, ·) is a bilinear Steinberg symbol
(see [78, Chapter V, Proposition 3.2]) and is also unramified, i.e. (x,y) = 1 if x,y ∈ O∗. To avoid certain
sign issues, we assumed q ≡ 1 mod 2n, since we now have (−1,−1) = (−1,x) = 1 for x ∈ F∗, and also
(π,π) = 1 and (π,u) = ϖ(u)

q−1
n for u ∈ O∗.

2.0.7. Additive characters. — Let ψ : F→ C∗ be an additive character. For a ∈ Z, if

ψ|O(a) = Id|O(a) and ψ |O[a−1] is non-trivial,

we say that ψ has conductor a. We are chiefly interested characters ψ of conductor 0(4), i.e. ψ is the identity
on O and non-trivial on π−1O.

(4)Note that in [24, 38], the conductor of the additive character is taken to be −1; this introduces a “ρ”-shift when comparing
formulas with these sources. On the other hand, our choice of conductor is in alignment with the classical work of Casselman–
Shalika [23] and the literature on its geometric version [32, 33].
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2.0.8. Gauss sums. — For τ : F → C∗ an additive character and ε : F∗ → C∗ a multiplicative one, set
g(σ ,τ) =

∫
O∗ ε(u′)τ(u′)du′ where du′ is the Haar measure on F giving O∗ volume q− 1. This is a Gauss

sum. Fixψ an additive character of conductor 0 and define for each integer k a multiplicative and addi-
tive character by σ(u) = σ(u,π)−k

n and τ(u) = ψ(−π−1u), for u ∈ F∗, respectively. Setting gk :=
g(σ ,ψ), we note (see [78]) that

gk = gl if n|k− l, g0 =−1, and if k 6= 0 mod n, then gkg−k = q, (2.1)

where for the last equality we must again assume that q≡ 1 mod 2n.

Generic ring Zτ,g and its quantum, and p-adic specializations

2.0.9. The generic ring Zτ,g. — Fix a positive integer n, and let τ and t be a formal parameters related by
τ2 = t−1. Introduce a system of formal parameters gk for k ∈ Z satisfying the conditions

gk = g` if k ≡ ` mod n, gkg−k = τ
2 = t−1 for k 6= 0, and g0 =−1. (2.2)

A central role in this work will be played by the rings

Zτ,g := Z[τ±1,{gk}k∈Z]/∼ and Cτ,g := C⊗Z Zτ,g (2.3)

obtained by formally adjoining τ,τ−1 and the gk subject to the above relations. We note that

Zτ,g ' Z[τ±1,g±1
1 , . . . ,g±1

n−1] and Cτ,g ' C[τ±1,g±1
1 , . . . ,g±1

n−1]. (2.4)

2.0.10. The quantum specialization q. — Let τ, t be indeterminates satisfying the condition τ2 = t−1 and
introduce the ring Zτ := Z[τ,τ−1] of Laurent polynomials in τ . It carries an involution sending τ 7→ τ−1.
The map q : Zτ,g→ Zτ which sends

τ 7→ τ, g0 7→ −1, gi 7→ τ, for i ∈ {1, . . . ,n−1} (2.5)

will be called the quantum specialization.

2.0.11. The p-adic specialization p. — Suppose we are working over a p-adic field (i.e. non-archimedean
local field) F of residue cardinality q (a power of a prime) which is also equipped with a non-degenerate
additive character ψ (see §2.0.7 for more details). For each positive integer n, one can then define Gauss
sums gk ∈ C for each k ∈ Z as in §2.0.8. These elements satisfy the same properties as (2.2) and so we can
consider what we call the p-adic specialization p : Cτ,g→ C defined by sending

t = τ
−2 7→ q−1, gi 7→ gi for i ∈ Z. (2.6)

Frequently Used Notation
Notation Meaning Location
τ , t parameters for Hecke algebra §3.3.1 and §3.3.2
gk and gi formal and p-adic Gauss sum parameters §2.0.9 and §2.0.8
Ṽ and Ṽsph quantum polynomial and spherical representations §3.6.5 and §3.6.7
V and Vsph generic polynomial and spherical representations §4.2.2 and §4.3.3
A
•
−,n upper closure of twisted negative alcove §3.4.6

H̃aff twisted affine Hecke algebra start of §3.6
v

λ̌
and [vµ̌ ] basis of Ṽ and Ṽsph §3.6.5 and §3.6.7

[G
λ̌
], [G−

λ̌
] canonical basis of Ṽsph §3.7.3

Yµ̌ and vµ̌ basis of V §4.2.2 and §4.2.3
[G

λ̌
], [G−

λ̌
] canonical basis of Vsph §4.3.3

[G
λ̌
], [G−

λ̌
] (g-twisted) canonical basis of Vsph §4.3.3

I− and K Iwahori and maximal compact of G̃ §5.2.2, §5.2.6
H(G̃, I−), H(G̃,K) Iwahori and spherical Hecke algebras §5.3.2 and §5.3.6
Ỹ

λ̌
basis of the Whittaker space Wψ (G̃, I−) §6.2.1

J̃
λ̌

p-adic basis of Wψ (G̃,K) §6.3.1
L̃

λ̌
and T̃

λ̌
canonical bases of Wψ (G̃,K) §6.3.1

Vη̌ irreducibles in Rep(Ǧ`(C)) §7.5.1
∆

λ̌
, ∇

λ̌
, L

λ̌
and T

λ̌
standards, costandards, simples and ind. tiltings in U̇ζ (Ď) §7.5.1
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PART I
COMBINATORIAL MODELS

3. Affine Hecke algebras and canonical bases

In this section, we collect various algebro-combinatorial preliminaries needed in this paper. In §3.6.2
we interpret certain straightening rules in terms of a quantum specialization of metaplectic Demazure–
Lusztig operators and use it in §3.8.2 express Littlewood–Richardson polynomials in terms of the metaplec-
tic Casselman–Shalika formula. These results and Proposition 3.9.1 (2) seem to be new.

3.1. Cartan datum and associated structures. —

3.1.1. Cartan datum. — Following [71, §1.1], we define a Cartan datum to be a pair (I, ·), where I is a
finite set and · is a Z-valued symmetric bilinear form on the Z-module Z[I] satisfying

i · i ∈ {2,4,6, . . .} for i ∈ I; and 2
i · j
i · i
∈ {0,−1,−2, . . .} for i, j ∈ I, i 6= j. (3.1)

Given a Cartan datum (I, ·), one may construct a generalized Cartan matrix (gcm) as in [47, p.1]:

A= A(I, ·) = (ai j)i, j∈I where ai j = 2
i · j
i · i

. (3.2)

We assume throughout that the Cartan datum (I, ·) is irreducible (see [71, §2.1.3]) which ensures that A
is irreducible in the sense of [47, p.2]. We deal in this paper exclusively with such Cartan datum (I, ·) of
finite type, i.e. the symmetric matrix (i · j)i, j∈I is positive definite, or of affine type, when the corresponding
symmetric matrix has nullity one.

3.1.2. Dual Cartan datum. — For (I, ·) a Cartan datum, define mI to be the smallest positive integer such
that mI

2(i·i) ∈ Z, and then define the dual Cartan datum (I, ·̌) ( see [97, p.92]) by setting

i ·̌ j := mI
i · j

(i · i)( j · j)
for i, j ∈ I. (3.3)

Writing Ǎ := A(I, ·̌) for the corresponding Cartan matrix, one finds that Ǎ= tA.

3.1.3. Minimal Cartan datum attached to a Cartan matrix. — Let A= (ai j) be an irreducible Cartan matrix
of finite type and of size k× k. Write I := {1, . . . ,k} and let D be a diagonal matrix such that DA = S is a
symmetric matrix. Note that such a D always exists; it is unique up to rescaling the matrix by a constant,
and so we can choose D to have positive, integral values. Denote by Dmin a symmetrizing matrix with the
property that every other choice of D is a positive, integral multiple of Dmin. We write

Dmin = diag(d1, . . . ,dk). (3.4)

We explain in the next paragraph how to compute these values. We can use them to define the minimal
Cartan datum (I, ·) attached to a given Cartan matrix A by setting i · j := diai j.

3.1.4. Untwisted affinizations and computing the symmetrization of A. — Denote the (untwisted) affiniza-
tion of A by Aaff; it is defined as in [47, p.100, (7.4.3)]. The matrix Aaff is of size (k+1)× (k+1) and our
convention is to identify the first last k-rows and columns of Aaff with A. As such, we also write in this case

Iaff := It{0}, where I = {1, . . . ,k}. (3.5)

The matrix Aaff has a kernel containing a unique vector with strictly positive, relatively prime entries
δ (Aaff) = (m0(A), . . . ,mk(A)). For these untwisted affinizations, it turns out that m0(A) = 1 for all irre-
ducible A. The transpose tA is again a Cartan matrix of finite type and we denote by m̌i(A) := mi(

tA). With
these definitions, the matrix

D := diag(m̌0(A)/m1(A), . . . , m̌k(A)/mk(A)) (3.6)
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symmetrizes A, i.e. DA is symmetric. However, D only has positive and rational entries in general. One can
construct Dmin by multiplying this matrix by an appropriate integral multiple.

3.1.5. Braid and Weyl groups. — Given a Cartan datum (I, ·) with associated Cartan matrix A we define
integers hi j for i, j ∈ I according the rules as in [71, §2.1.1], i.e. cos2 π

hi j
=

ai j a ji
4 . The braid group B(I, ·), is

the free group on symbols si (i ∈ I) equipped with relations

sis jsi · · ·︸ ︷︷ ︸
hi j

= s jsis j · · ·︸ ︷︷ ︸
hi j

for i 6= j, (3.7)

where both sides have hi j < ∞ terms. If we further impose the relation s2
i = 1 for all i ∈ I we obtain the Weyl

group W(I, ·). As both B(I, ·) and W(I, ·) only depend on the associated gcm A, we often just write these as
B(A) or W(A). In the case that Aaff is the untwisted affinitization of A, we often write

Waff :=W(Aaff) and W :=W(A). (3.8)

3.1.6. Coxeter groups and Bruhat order. — The pair (W(A),S) where S = {si}i∈I described in the previous
paragraph forms a Coxeter system and W :=W(A) is called a Coxeter group (see [11, Ch. IV, §1.3, Def.
3, p. 4]). Note that every element s ∈ S satisfies s2 = 1 (i.e. S−1 = S) so words in S are just products of
elements from S. We refer to [11, Ch. IV, §1] for the definitions of reduced expressions, the length function
` : W→ Z, etc. Let us write ≤S, or just ≤ if the set S is not in question, for the Bruhat order on W(A)
induced from the Coxeter structure (see [10, Ch. 2]). As usual, we write x < y to mean that x≤ y and x 6= y.
If A is of finite type, there exists a unique element in W(A) which is maximal for the Bruhat order, which
we write as w0.

3.1.7. Parabolic subgroups. — For J ⊂ I, if we define WJ ⊂W to be the subgroup generated by s j, j ∈ J,
then from [11, Ch. IV, §8, Thm. 2], one knows that (WJ,{s j} j∈J) is itself Coxeter group. These are called
parabolic subgroups. For example, if Aaff is the affinization of A and W(Aaff) := W(Aaff), then we have
(Waff)I =W(A) = W (where I ⊂ Iaff is an in 3.5). We write wJ

0 for the unique maximal length element of
WJ , whenever it exists. For example, wJ

0 exists for any J ( Iaff.

3.1.8. Poincaré polynomials. — For q a formal variable, J⊂ I such that the parabolic subgroup WJ defined
above is finite, we define the Poincare polynomial

PWJ (q) = PJ(q) = ∑
w∈WJ

q`(w). (3.9)

In the case J = I, we sometimes just write PW(q) or even P(q) for the corresponding expression.

3.1.9. Cosets. — For any subset J ⊂ I, define the set WJ := {w ∈W | `(ws j) > `(w) for all j ∈ J}, and
note (see [10, Prop 2.4.4]) that every w ∈W has a unique factorization w = w1w2 where w1 ∈WJ,w2 ∈WJ,
and in this factorization `(w) = `(w1)+ `(w2). It follows from [30, Lemmas 3.1-3.2] that

if s ∈ S,σ ∈WJ, but sw /∈WJ, then sσ = σs j for some j ∈ J. (3.10)

Similarly, consider the set JW := {w ∈W | `(s jw) > `(w) for j ∈ J}, which consists of minimal length
representatives of the cosets WJ \W. Finally, suppose now J,K ⊂ I are given. Then we can consider the set
of double cosets WK \W/WJ and it is known that the set

KWJ := {w ∈W | skw > w,ws j > w for all k ∈ K, j ∈ K} (3.11)

forms a set of minimal length representatives for these double cosets. We say that such a double coset is
regular if its stabilizer (or equivalently the stabilizer of any element in the double coset) under the action of
WK ×WJ (acting on left and right, respectively) is trivial. Equivalently, an element t ∈ KWJ is regular if
WKt ∩ tWJ = /0. The set of such regular double cosets will be denoted by (WK \W/WJ)reg and the set of
minimal length regular representatives is denoted

(
KWJ

)
reg.

3.2. Root datum and their twists. — In this section all Cartan datum (I, ·) will be of finite type.
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3.2.1. Root datum. — By a root datum of type (I, ·), we shall mean a quadruple D= (Y,{yi}i∈I,X ,{xi}i∈I)
where Y,X are free abelian groups of finite rank that are in duality under a pairing that we denote 〈·, ·〉 :
Y ×X → Z, and where {yi}i∈I ⊂ Y and {xi}i∈I ⊂ X satisfy

〈yi,x j〉= ai j for i, j ∈ I. (3.12)

Here, as in §3.1.1, A= (ai j) is the associated gcm to (I, ·). The root datum is said to be of simply connected
type if Y is the free Z-module with basis {y j} j∈I, and it is said to be of adjoint type if X is the free Z-module
with basis {xi}.

If D= (Y,{yi}i∈I,X ,{xi}i∈I) and D′ = (Y ′,{y′i}i∈I,X ′,{x′i}i∈I) are two root datum for (I, ·), we say that
D and D′ are isomorphic root datum and write D∼=D′ if there exist isomorphisms of abelian groups Y →Y ′

sending yi 7→ y′i and X → X ′ sending xi 7→ x′i compatible with the pairings Y ×X → Z and Y ′×X ′→ Z.

3.2.2. Dual root datum. — Recall the dual Cartan datum (I, ·̌) attached to (I, ·) from §3.1.2. If D =

(Y,{yi}i∈I,X ,{xi}i∈I) is a root datum of Cartan type (I, ·), we define its (Langlands) dual (I, ·̌,Ď) by setting
Ď := (X ,{xi}i∈I,Y,{yi}i∈I).

3.2.3. Weyl group action. — Given a root datum D, let σi :Y →Y be the map defined by σi(y)= y−〈y,xi〉yi
for µ̌ ∈Y. We can similarly define an operation σi : X→ X . We note that the σi so defined satisfy the Coxeter
presentation for the Weyl group. Hence W (I, ·) acts on Y by sending si ∈W (I, ·) to σi for i ∈ I.

3.2.4. Roots systems attached to D.— Fix (I, ·,D) as above. We refer to the set Π̌ := {yi}i∈I as the set of
simple coroots, and Ř :=W Π̌ as the set of coroots of the root datum. Every ǎ∈ Ř can be written as a unique
linear combination of the elements from Π̌ with all positive or all negative coefficients. In this way, we can
define Ř± as the set of positive and negative coroots. We also define the coroot, root, and weight lattices as

Q̌ :=
⊕

i∈I Zyi, Q :=
⊕

i∈I Zxi, and Λ := {x ∈ X⊗Z Q | 〈yi,x〉 ∈ Z for i ∈ I}, (3.13)

respectively. We define the positive root and coroot lattices by replacing Z with Z≥0 in the above, and also
write Λ+ ⊂ Λ for the dominant weights, defined by the additional condition that 〈yi,x〉 ≥ 0 for all i ∈ I. A
regular dominant weight is one such that 〈yi,x〉 > 0 for all i ∈ I. These are denoted as Λ+,reg. Also, we
define the dominance order ≤ on Λ to be the relation

µ ≤ λ if λ −µ ∈ Q+ for λ ,µ ∈ Λ. (3.14)

In a dual manner, replacing the {xi} with {yi} in the above we can also define the simple roots Π, all
roots R, positive/negative roots R±, coweights Λ∨, dominant coweights Λ∨+, and dominance order (again
denoted ≤) on Λ∨. For each a ∈ R, if xi ∈ Π is such that wxi = a then the element ǎ := wyi ∈ Ř is well-
defined and independent of the choice of such y. The element ǎ is called the coroot attached to a. Let us also
note here that since (I, ·) is of finite-type, there is a unique root θ ∈ R such that when we write

θ := ∑
i∈I

mixi with mi ∈ Z≥0, (3.15)

the mi are maximized. It is known that all mi > 0 and in fact mi = mi(A) are the numbers introduced in
§3.1.4. In a similar way we can define a highest coroot θ̌ written as in (3.15) with mi replaced by m̌i(A) and
xi replaced by yi. We shall also introduce the elements ρ, ρ̌ in Λ and Λ∨ by the following definitions:

2ρ = ∑
a∈R

a and 2ρ̌ = ∑
ǎ∈Ř

ǎ. (3.16)

Note that this implies that 〈yi,ρ〉= 1. A similar formula hold for ρ̌ .

3.2.5. (Q,n)-twists. — Fix (I, ·,D) be a root datum with associated Cartan matrix A = (ai j) as in §3.1.1.
Writing D := (Y,{yi},X ,{xi}), a (Q,n)-twist(5) on D is the data of an integer n ≥ 1 and a W = W (I, ·)-
invariant (for the action defined in §3.2.3) quadratic form Q on Y. Attached to Q, we define the symmetric,

(5)These are called metaplectic structures in [97], where they were first introduced

14



bilinear form B : Y ×Y → Z, B(y1,y2) := Q(y1 + y2)−Q(y1)−Q(y2) for y1,y2 ∈ Y. One verifies

B(yi,y) = Q(yi)〈y,xi〉 for y ∈ Y, i ∈ I and hence Q(y j)/Q(yi) = a ji/ai j. (3.17)

From [96, Proposition 3.10], there exists a unique W -invariant, quadratic form Q on Q̌ (thought of as a
subset of Y ) which takes the value 1 on all short coroots. We shall call such a structure primitive and note
that every Z-valued W -invariant form on Q̌ is an integer multiple of Q. Said another way, simply-connected
root datum admit primitive twists.

3.2.6. (Q,n)-twisted root datum. — Starting from a root datum (I, ·,D) and (Q,n)-twist, we may twist the
Cartan datum (I, ·) to obtain a new Cartan datum (I,◦(Q,n)) (or just (I,◦) if the twist is implicitly understood)
as follows (see [97, Construction 1.3] and [71, §2.2.4])

i ◦ j :=
n2

n(yi)n(y j)
i · j, (3.18)

where for i ∈ I we define n(yi) as the smallest positive integer satisfying

n(yi)Q(yi)≡ 0 mod n. (3.19)

The associated Cartan matrix is now Ã := A(Q,n) =
(

n(yi)
n(y j)

ai j

)
i, j∈I

from which we may deduce that

B(I,◦)' B(I, ·) and W (I,◦)'W (I, ·) . (3.20)

If we now set

– Y(Q,n) := Ỹ := {y ∈ Y | B(y,y′) ∈ nZ for all y′ ∈ Y},
– y(Q,n),i := ỹi := n(yi)yi for i ∈ I,
– X(Q,n) := X̃ := {x ∈ X⊗Q | 〈y,x〉 ∈ Z for all y ∈ Ỹ},
– x(Q,n),i := x̃i := n(yi)

−1xi for i ∈ I,

one can verify, as in [71, §2.2.5], [77, §11], or [97, Construction 1.3], that

D(Q,n) := D̃= (Ỹ ,{ỹi}i∈I, X̃ ,{x̃i}i∈I) (3.21)

is a root datum for (I,◦) =
(
I,◦(Q,n)

)
. We shall usually adopt the convention that tildes will designate the

corresponding notion for twisted root systems, but ocassionally when we need to keep track of the precise
twist under consideration, we revert to the more precise notations D(Q,n),Y(Q,n), etc. So, for example R̃

(resp. R̃∨) will denote the set of roots (resp. coroots), etc. The quantities ρ̃, ρ̃∨ are defined as in (3.16) using
the twisted root systems.

3.2.7. A rank one example. — Consider the Cartan datum I = {a} with a · a = 2. We may associate to
it the root datum D = (Y, ǎ,X ,a), with Y := Zǎ, X := 1

2Za and 〈ǎ,a〉 = 2. This is the root datum which
specifies, over C, the simply connected group PGL2(C). The Langlands dual Ď =

(1
2Za,a,Zǎ, ǎ

)
, which

corresponds to the group SL2(C), is not of simply-connected type. The primitive (Q,n) twist of D is
determined by specifying Q(ǎ) = 1. Then n(ǎ) = n and the associated bilinear form B on Y is specified by
B(kǎ,k′ǎ) = 2k k′ for k,k′ ∈ Z. One may then check that

D(Q,n) :=

{(
nZǎ,nǎ, 1

2nZa, 1
n a
)
'D if n is odd,(n

2Zǎ,nǎ, 1
nZa, 1

n a
)
' Ď if n is even.

(3.22)

Remark. — In general, the primitive twist of a finite Cartan datum will be isomorphic to itself (if n is odd),
or to its Langlands dual (if n is even). This is not always true for affine type (cf [82, Table 2.3.2]).
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3.2.8. Example: l-twisted Cartan and root datum. — Fix a positive integer l and a root datum (I, ·,D) with
D = (Y,{yi},X ,{xi}). In [71, 2.2.4-2.2.5], Lusztig has defined the notion of an l-twited root datum. To
introduce it, let li be the smallest positive integers such that li i·i

2 ∈ lZ. Then one defines (I,◦l) as the Cartan
datum with i◦l j = lil j(i · j) and attaches to it a root datum Dl = (Yl,{yl,i},Xl,{xl,i}) defined as follows:

Xl := {ζ ∈ X | 〈yi,ζ 〉 ∈ liZ}, Yl := Hom(Xl,Z), xl,i := lixi, and yl,i := l−1
i yi. (3.23)

This root datum (I,◦l,Dl) can be subsumed into the theory of twists from §3.2.6 as follows.
We start with A= (ai j) an irreducible Cartan matrix, and fix the minimal Cartan datum (I, ·) as in §3.1.3

so that i · j = diai j with the positive integers di, i ∈ I as in §3.1.4. Hence
i·i
2 = diaii

2 = di, and so defining li := l/(l,di) for i ∈ I, (3.24)

we find that li are the smallest positive integers such that li i·i
2 = lidi ∈ lZ. Fix D = (Y,{yi},X ,{xi}) a root

datum of adjoint type, so that Ď is of simply-connected type and hence admits a primitive twist Q̌ : X×X→
Z in the sense of §3.2.5, i.e. Q̌(x j) = 1 for all short roots. Note that from (3.17) applied to the Cartan datum
(I, ·̌) with Cartan matrix Ǎ= tA, we have

Q̌(x j)

Q̌(xi)
=

ai j

a ji
=

i · j
di

d j

j · i
=

d j

di
. (3.25)

If xi is any long root attached to a short root x j, then Q̌(x j) = d j/di = d j, since di = 1 for xi short. In other
words, if Q̌ is the primitive twist on Ď, we have

Q̌(xi) = di for all i ∈ I and n(xi) = li (3.26)

by using (3.19) which states that n(xi) is the smallest positive integer such that Q̌(xi)≡ 0 mod n.

Claim. — Let (I, ·) be the minimal Cartan datum attached to a Cartan matrix A and (I, ·,D) a root datum
of adjoint type. Writing Q̌ is the primitive twist on Ď, we have an isomorphism of root datum

(I,◦l,Dl)'
(

I,((·̌)(Q̌,l))
∨,
(
(Ď)(Q̌,l)

)∨)
. (3.27)

We apply this claim to Ď, which is assumed to be of adjoint type, in Part III. In this case, writing Ďl for the
corresponding l-twist and Q for the primitive twist on the simply-connected D, we have

(I,◦l,Ďl)' (I,((·̌)(Q,l))
∨,
(
D(Q,l)

)∨
). (3.28)

Remark. — For k a positive integer, let (kQ̌, l) be a multiple of the primitive twist (Q̌, l) as in the Claim.

Then
(
(Ď)(kQ̌,l)

)∨
is isomorphic to Dl′ , where l′ = l

gcd(l,k) .

3.2.9. A GLr-example. — Let us now give an example of a root system that does not have a unique primi-
tive twist. Define the Cartan datum (I, ·,D), where I := {1, . . . ,r−1},

i · j =

{
2 if i = j,
−1 if i 6= j,

and D = (Y,{ǎi},X ,{ǎi}) is the root datum constructed as follows: Y is the free Z-module with basis
{ěi,1 ≤ i ≤ r}, ǎi := ěi− ěi+1, X is the free Z-module with basis {ei,1 ≤ i ≤ r}, ai := ei− ei+1, and the
pairing between Y and X is 〈ěi,e j〉 := δi j. This is the root datum for the group GLr.

A (Q,n) twist on D consists of a positive integer n and a quadratic form Q on Y . Such a twist is actually
determined by two integers p := 1

2B(ě1, ě1) = Q(ě1) and q := B(ě1, ě2) (see [40, §4.1]). With this notation,
we have that Q(ǎi) = 2p−q. As such, there is no primitive twist, and actually several classes of such covers
(which are not multiples of one another) appear in the literature. For example, if 2p−q =−1, one obtains
the Kazhdan-Patterson (see [55]) covers used in the literature on automorphic forms. Note that this cover is
the pull back of the opposite (i.e. Q(ǎi) =−1) of the primitive cover of SLr. The covers when 2p−q =−2
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features in the work of Savin (see [40, §4.1]). Finally, the coverings studied in the works [13,14,16] linking
Whittaker functions with quantum affine groups and lattice models satisfy p = k and q = 0.

It would be interesting to understand if Lusztig’s definition of a quantum group at a root of unity based on
l-twists (introduced in §3.2.8) can be generalized to all (Q,n) twists. In particular, if one can build a quantum
group at a root of unity corresponding to the Kazhdan-Patterson twist and the Savin twist introduced above.
We note here that for the p = k and q = 0 twist, one may naturally build the l-twisted root datum Ỹ :=
1
l Y, X̃ := lX and ã∨i = 1

l ǎi, ãi = lai and its associated quantum glr at a root of unity.

3.3. Hecke algebras and (parabolic) Kazhdan–Lusztig theory of Coxeter groups. — Thoughout this
section, we work over the ring Zτ = Z[τ,τ−1] from §2.0.10. Recall that τ2 = t−1 and define

Z+
τ := τZ[τ] and Z−τ := τ−1Z[τ−1]. (3.29)

3.3.1. Hecke algebra of Coxeter group. — Let (W,S) a Coxeter group (so, we allow both finite and affine
examples). Then we define its Hecke algebra HW := H(W, t) as the algebra over Zτ with linear basis
{Tw}w∈W and multiplication determined by the rules:

– Quadratic: For s ∈ S, T 2
s = t−1 +(t−1−1)Ts, i.e. (Ts− t−1)(Ts +1) = 0; and

– Braid: there exists a unique homomorphism of groups B(A)→ H(W, t) sending si 7→ Tsi .

The braid relations ensure that we may unambiguously define, for any w ∈W , the element

Tw = Tsi1
· · ·Tsir

∈ HW for any reduced decomposition w = si1 · · ·sir . (3.30)

The quadratic relation ensures that Tsi is invertible in HW, and we denote its inverse as T−1
si

,which is given
explicitly as T−1

si
= t−1Tsi +(t−1−1). Using the braid relations, we can define T−1

w for any w ∈W.

3.3.2. Renormalized basis. — We often work with the following renormalization of the generators. Let

Hw := τ
−`(w)Tw for w ∈W, (3.31)

which again satisfy the braid relations together with the new quadratic relation

(Hsi− τ)(Hsi + τ
−1) = 0, i.e. H2

si
+(τ− τ

−1)Hsi−1 = 0. (3.32)

Again all Hw are units, and one checks that

H−1
si

= Hsi +(τ−1− τ) for i ∈ I. (3.33)

3.3.3. Kazhdan–Lusztig theory. — There exists exactly one ring homomorphism

d : H(W, t)→ H(W, t) such that d (τ) = τ
−1, and d (Hw) = (Hw−1)−1 . (3.34)

The map d is an involution, called the Kazhdan–Lusztig involution, and its application to f ∈ H(W, t) is
often just written as f 7→ f . An element f ∈ H(W, t) is called self-dual if d( f ) = f . For future use, we
record the following facts:

– For w ∈W , there exist rw′,w ∈ Zτ so that (with respect to the Bruhat order)

Hw = Hw + ∑
w′<w

rw′,wHw′ . (3.35)

– Suppose W is finite with longest element w0. Then for any σ ∈W, we have (see [10, Prop. 3.2.2(2)])
`(σw0)+ `(σ−1) = `(w0), so that Hσ−1Hσw0 = Hw0 and hence

Hσ = Hσw0H−1
w0

. (3.36)

Using [71, Lemma 24.2.1] and the relation (3.35), we may conclude (see [56] or [90, Theorem 2.1 and
Claim 2.3] ) that for each w ∈W, there exists a unique self-dual element Hw ∈ H(W, t) such that

Hw = Hw + ∑
y<w

hy,wHy where hy,w ∈ Z+
τ . (3.37)
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We could have worked in Z−τ and showed there exists a unique self-dual element H−w ∈ H(W, t) such that

H−w = Hw + ∑
y<w

h−y,wHy where h−y,w ∈ Z−τ . (3.38)

The elements {Hw}w∈W (resp. {H−w}w∈W ) form the Kazhdan-Lusztig Zτ -basis of H(W, t).

Remark. — Typically, the polynomials

Py,x = τ
`(x)−`(y)h−y,x ∈ Z[τ,τ−1] (3.39)

are called Kazhdan–Lusztig polynomials and satisfy ([90, §2]) Py,x ∈ Z[τ−2] with constant coefficient 1.

3.3.4. Symmetrizers and anti-symmetrizers. — Fix the same notation as in the previous paragraph and let
J ⊂ S be such that WJ , the parabolic subgroup defined in §3.1.9, is finite so that wJ

0, the longest element in
WJ , is well-defined. Define the elements

ε
+
J := τ−`(w

J
0) ∑w∈WJ τ`(w)Hw and ε

−
J := (−τ)`(w

J
0) ∑w∈WJ (−τ−1)`(w)Hw. (3.40)

We may compute, see [73, (5.5.17)(i)], for w ∈WJ ,

Hwε
+
J = ε

+
J Hw = τ`(w)ε+

J and Hwε
−
J = ε

−
J Hw = (−τ)−`(w)ε+

J , (3.41)

and also verify that (see [73, (5.5.17)(ii))]) in terms of the Poincaré polynomial defined in (3.9) we have

(ε+
J )2 = τ

−`(wJ
0)PWJ (t

−1)ε+
J and (ε−J )2 = (−τ)`(w

J
0)PWJ (−t)ε−J . (3.42)

Finally, it is known (see [90, Proposition 2.9]) that ε
+
J = HwJ

0
and that ε

−
J is the ‘signed Kazhdan–Lusztig’

basis element denoted as CwJ
0

in [56], so that in particular both ε
±
J are self-dual, i.e. d

(
ε
±
J

)
= ε

±
J .

3.3.5. The parabolic modules MJ and JN. — Write HW := H(W, t). Fix the same notation as in the pre-
vious paragraphs, so that J is chosen with WJ finite. As in §3.1.9, we write WJ for a set of minimal length
representatives of W/WJ . Consider the A-modules

MJ := HWε
+
J := {hε

+
J | h ∈ HW} and JN := ε

−
J HW := {ε−J ·h | h ∈ HW}. (3.43)

From (3.41), we see that MJ and JN have A-bases Mw := Hwε
+
J and Nw := ε

−
J Hw where w ranges over all

elements in WJ and JW respectively. As we shall need it later, we record here the following elementary
computation: for σ ∈ JW and s ∈ S

Nσ Hs =


Nσ s if σ s ∈ JW,σs > σ ,

Nσs +(τ− τ−1)Nσ if σs ∈ J W,σs < σ ,

−τ−1Nσ if σs /∈ JW.

(3.44)

The first and second cases follow from the braid relations, and the third by also using (3.10) and (3.41).

3.3.6. Parabolic Kazhdan–Lusztig polynomials. — The involution d induces one on MJ and JN, respec-
tively, so that one can again speak of self-dual elements in these A-modules. From Deodhar [31] (see [90,
Theorem 3.1]) for w ∈WJ,z ∈ JW , there exist unique self-dual elements Mw,M

−
w as well as Nz, N−z such

that

Mw := Mw +∑y≤w my,wMy, Nz := Nz +∑y≤z ny,zNy, where my,w,ny,z ∈ Z+
τ , (3.45)

M−w := Mw +∑y≤w m−y,wMy, N−z := Nz +∑y≤z n−y,zNy, where m−y,w,n
−
y,z ∈ Z−τ , (3.46)

These elements satisfy the following properties (cf. [31], [90, Prop. 3.4]): for y,w ∈WJ ,

m−y,w = h−ywJ
0,wwJ

0
and n−y,w = ∑z∈WJ (−τ−1)`(z)h−zy,w, (3.47)

my,w = (−1)`(y)+`(w)d(n−y,x) and ny,w = (−1)`(y)+`(w)d(m−y,x), (3.48)

where the involution d on Zτ just interchanges τ and τ−1. For the last line, see [90, Thm. 3.5].
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Remark. — The elements τ`(w)−`(y)my,w and τ`(w)−`(y)ny,w are examples of parabolic Kazhdan–Lusztig
polynomials [31]. Our definitions of my,w and ny,w match similarly named quantities in [90] after setting
v = τ−1 in op. cit.

3.3.7. The module JOK . — Suppose K ⊂ I is such that WK is finite. Then we consider the vector space
JOK := ε

−
J HW εK whose basis consists of Ot := ε

−
J HtεK for t ∈ (JWK)reg . One can view it as a submodule

JOK ↪→ JN from which we may define d : JOK → JOK by restricting the involution d on JN.

Proposition. — For all u ∈ (JWK)reg, there exists a unique self-dual element O−u such that

O−u = Ou +∑
t<u

o−t,uOt , with o−t,u ∈ Z−τ . (3.49)

For this element, we have

o−t,u = n−twK
0 ,uwK

0
= ∑

z∈WJ

(−τ
−1)`(z)m−zt,u = ∑

z∈WJ

(−τ
−1)`(z)h−ztwK

0 ,uwK
0
. (3.50)

We also have unique self-dual elements Ou ∈ JOK satisfying

Ou = Ou +∑
t<u

ot,uOt , with ot,u ∈ Z+
τ . (3.51)

For such elements, we have

ot,u = mwJ
0t,wJ

0u = ∑
z∈WK

τ
`(z)ntz,u = ∑

z∈WK

τ
`(z)hwJ

0tz,wJ
0u, (3.52)

Proof. — The existence of the unique self-dual elements O±u satisfying (3.49) follows from [71, Lemma
24.2.1] using the fact that the involution d on JOK inherits the required triangularity property from that of
the involution on JN (or HW.) Let us just show (3.50). From [90, Proposition 2.9],

ε
+
K = H−wK

0
= ∑

w∈WK

τ
`(w)−`(wK

0 )Hw. (3.53)

Hence, for u ∈ (JWK)reg , under the map ζ : JOK = JNε
+
K ↪→ JN we have

ζ (O−u ) = ε
−
J HuH−wK

0
= ε

−
J ∑

w∈WK

τ
`(w)−`(wK

0 )Htw. (3.54)

Applying the involution to both sides of the above, using the fact that ζ is compatible with taking such
involutions, and finally using the characterisation of N−z for z ∈ JW reviewed in §3.3.6 we can verify that

ζ (O−u ) = ε
−
J H−uwK

0
. (3.55)

Expanding the left hand side and using the fact that HzεK = τ`(z)εK for all z ∈WK , we may write

O−u = ∑
x∈JWK

o−x,uOx = ∑
t

o−x,uε
−
J HxεK = ∑

x∈JWK ,z∈WK

o−x,uε
−
J Hxzτ

`(z)−`(wK
0 ) = ∑

x∈JWK ,z∈WK

o−x,uNxzτ
`(z)−`(wK

0 ).

As for the right hand side of (3.55), we may expand, now using ε
−
J Hw = (−τ−1)`(w) for w ∈WJ

ε
−
J HuwK = ε

−
J ∑

x∈W
h−x,uwK

0
Hx = ε

−
J ∑

y∈WJ ,z∈JW

h−yz,uwK
0
Hyz = ε

−
J ∑

y∈WJ ,z∈JW

h−yz,uwK
0
(−τ)−`(y)Hz (3.56)

= ∑
y∈WJ ,z∈JW

h−yz,uwK
0
(−τ)−`(y)Nz = ∑

y∈WJ ,xz∈JW

h−yxz,uwK
0
(−τ)−`(y)Nxz (3.57)

Hence we obtain that

∑y∈WJ h−yxz,uwK (−τ)−`(y) = o−x,uτ`(z)−`(wK
0 ) and also ∑y∈WJ h−yxwK

0 ,uwK
0
(−τ)−`(y) = o−x,u, (3.58)

where we set z = wK
0 in the first equation to get the second. The other equalities in (3.50) follow from (3.47).

One may verify (3.52) in a similar way. We leave the proof to the reader.
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3.4. Affine Weyl groups. — In this section, (I, ·) will be a Cartan datum of finite type with associated
Cartan matrix A and untwisted affinization Aaff. Write W := W(A) for the finite Weyl group and Waff :=
W(Aaff) for the affine Weyl group. Fix (I, ·,D)which is assumed to be of simply-connected type and write
D := (Y,{ǎi},X ,{ai}). Using this root datum, we can define the Euclidean space V := Y ⊗Z R. Extend the
pairing Y ×X → Z to one between V and V̌ := X ⊗Z R by linearity and denote it by the same symbol. We
write R⊂V ∗ to be the roots as in §3.2.4 , θ ∈ R the highest positive root as in (3.15), Q for the root lattice,
and Q̌∼= Y for the coroot lattice.

3.4.1. Groups generated by affine reflections. — Define for each i∈ I and integer k∈Z, the affine reflection
σai,k : V → V by y · σai,k = y− (〈y,ai〉− k) ǎi for v ∈ V. Note that the reflection σai,k fixes the hyperplane
Hai,k := {v ∈ V | 〈v,ai〉 = k}. Replacing ai with a for any root a ∈ Q (the root lattice of (I, ·,D) in the
formulas above, we define σa,k. We define Ha,k as the fixed hyperplane of this reflection, and say that y ∈V
is positive (resp. negative) for the hyperplane Ha,k if 〈y,ai〉> k (resp. 〈y,ai〉< k). Define now

Waff(I, ·,D) = 〈σai,k | i ∈ I,k ∈ Z〉. (3.59)

It contains as a subgroup W =W(I, ·)∼= 〈σai,0 | i ∈ I〉, as well as the subgroup T generated by the elements

t(kǎi) := σai,k ◦σai,0 for i ∈ I,k ∈ Z. (3.60)

One may check that y ·t(kǎi) = y− kǎi for y ∈ V and hence t(kǎi)◦t(mǎ j) = t(mǎ j)◦t(kǎi). We denote
this last element as t(kǎi+mǎ j)∈ T. In a similar way we may define for any ǎ∈ Ř a corresponding element
t(ǎ)∈ T. One verifies T∼= Q̌∼=Y, where the last isomorphism follows from the simply connected hypothesis.
Moreover, the subgroup W :=W (I, ·) normalizes T and

Waff(I, ·,D)∼=W nY. (3.61)

3.4.2. Coxeter structure. — As we are in the simply-connected case, the group Waff(I, ·,D) is a Coxeter
group with Coxeter structure defined by the set of simple reflections Saff consisting of si := σai,0 for i ∈ I,
and the new reflection s0 := σθ ,1. In this simply-connected case, we then have Waff(I, ·,D) 'W(Aaff) as
Coxeter groups; we shall from now on just write

Waff :=Waff(I, ·,D)∼=W(Aaff). (3.62)

One can then define the Bruhat order on Waff(I, ·,D) as well as the length function ` with respect to this
Coxeter structure, and from ([45, p.20, Prop. 1.23]), one has the following useful formula for the length of
an element in Waff(I, ·,D) with respect to the previous decomposition (3.61): for wt(β̌ ) with w ∈W, β̌ ∈ Q̌,

`
(

wt(β̌ )
)
= ∑

a∈R+∩w−1R+

|〈β̌ ,a〉|+ ∑
a∈R+∩w−1(−R+)

|1+ 〈β̌ ,a〉|. (3.63)

From this formula, (3.16), and the fact that `(w) is equal to the cardinality of the set R+∩w−1(−R+), (see
[11, Cor. 2, p.170]), we see that if 〈β̌ ,a〉 ≥ 0 for all a ∈ R, then

`(wt(β̌ )) = |R+∩w−1(−R+)|+ ∑
a∈R
〈β̌ ,a〉= `(w)+ 〈2ρ, β̌ 〉. (3.64)

3.4.3. Chambers. — The Euclidean space V := Y ⊗Z R, regarded as an affine space has two chamber
structures, in the sense of [11, Ch. V, §1] corresponding to the action of W and Waff(I, ·,D) on V . The
chambers are the connected components of V \ {L = Ha,0,a ∈ R}. The Weyl group W acts transitively on
the collection of chambers. We define the dominant chamber and antidominant chambers as

C+ := {v ∈V | 〈v,ai〉> 0 for i ∈ I} and C− := {v ∈V | 〈v,ai〉< 0 for i ∈ I} respectively. (3.65)

3.4.4. Alcoves. — Define the collection of affine hyperplanes as M̂ := {Ha,k,a ∈ R+,k ∈ Z}, and denote
the connected components of V \ M̂ as alcoves. Write A for the collection of alcoves. For any v ∈ V \ M̂
and a ∈ R+, there exists an unique integer ka so that ka < 〈v,a〉< ka +1, i.e. v lies in the connected region
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between the walls Ha,k and Ha,k+1. For any alcove A ∈A , there exist integers ka,a ∈ R such that for v ∈ A,
oen has ka < 〈v,a〉< ka +1 for all a ∈ R+. The anti-dominant fundamental alcoves will be defined as

A− = {v ∈V | −1 < 〈v,a〉< 0 for all a ∈ R+} ⊂ C−. (3.66)

The upper closure of an alcove A, which will be denoted as A, and it is obtained by replacing the upper
bounds in the definition of an alcove with inequalities. Every v ∈V can be uniquely written as v = x ·w for
w ∈Waff and v ∈A−, where we record here that

A− := {v ∈V | −1 < 〈v,a〉 ≤ 0 for all a ∈ R+} ⊂ C−. (3.67)

3.4.5. A result on separating walls. — For w ∈Waff define M̂(w) to be the set of walls which separate A

and wA (a wall is called separating if the alcoves lie on different half-spaces defined by the wall). In terms
of a reduced decomposition of w ∈ W̃aff , say w = wb1 · · ·wbd where b j ∈ Iaff = {0}t I, then we have :

M̂(w) = {Hb1 ,Hb2wb1 , . . . ,Hdwbd−1 · · ·wb1}, (3.68)

where H j := H(a j,0) if j ∈ I and H0 := H(θ ,1) the walls defining simple reflections (see [44, Theorem 4.5]).

Remark. — In terms affine root systems (which we have not formally introduced), these are the walls
corresponding to the positive affine roots which are flipped to negative by w−1.

3.4.6. Dot action. — We are often interested in the following ‘dot’ action of Waff on V

x•w := (x+ ρ̌) ·w− ρ̌ for w ∈Waff,x ∈V, (3.69)

where ρ̌ was defined in (3.16). Note that it is indeed an action of W. Under the dot action, σa,k is a reflection
through the hyperplane H•a,k := {x ∈V | 〈x+ ρ̌,a〉= k} since

x•σa,k = x− (〈x+ ρ̌,a〉− k) ǎ for x ∈V,a ∈ R,k ∈ Z. (3.70)

One can again define a set of alcoves with respect to the hyperplanes {H•a,k | a ∈ R,k ∈ Z} and we designate
the (anti)-fundamental alcove and its upper closure as

A•− := {x ∈V | −1 < 〈v+ ρ̌,a〉< 0 for all a ∈ R+}, (3.71)

A
•
− := {x ∈V | −1 < 〈x+ ρ̌,a〉 ≤ 0 for all a ∈ R+}. (3.72)

3.4.7. Example: (Q,n)-twisted affine Weyl group. — Let (I, ·,D) be an arbitrary root datum, (Q,n) a given
twist with associated root datum (I,◦(Q,n),D̃) which we assume is of simply connected type. We note that
W(I, ·) 'W(I,◦(Q,n)) and both groups are denoted as W . Recalling the Cartan matrix of (I,◦(Q,n)) was
denoted as Ã, we shall now write

W̃aff :=Waff(I,◦(Q,n),D̃)'W(Ãaff)'W n Ỹ . (3.73)

The dot action of W̃aff on V := Y ⊗Z R is defined via

x•σãi,k = v− (〈v+ ρ̌, ãi〉− k) ã∨i for v ∈V, i ∈ I,k ∈ Z. (3.74)

Note that the ρ̌ which appears in the above formula is ‘untwisted’. A fundamental domain for this action of
W̃aff on V is given by the set

A
•
−,(Q,n) := {v ∈V | −1 < 〈v+ ρ̌, ã〉 ≤ 0 for all ã ∈ R̃+} (3.75)

= {v ∈V | −n(ǎ)< 〈v+ ρ̌,a〉 ≤ 0 for all a ∈ R+}. (3.76)

When the choice of Q is implicitly understood, we often abbreviate our notation and write

A
•
−,n :=A

•
−,(Q,n). (3.77)
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3.4.8. Stabilizers, orbits, and cosets. — For η̌ ∈A
•
−,n, let J ( Iaff be such that

(W̃aff)J := Stab(W̃aff,•)(η̌). (3.78)

Then we may identity (W̃aff)J \W̃aff with elements in the orbit W̃aff• η̌ . Writing µ̌ ∈ W̃aff• η̌ as µ̌ = η̌ •w with
w∈W̃aff, we may fix w uniquely by requiring it to lie in J(W̃aff). In this way we get a bijective correspondence

η̌ •W̃aff↔ JW̃aff for J ( Iaff as in (3.78). (3.79)

We may extend this result to conclude that for η̌ ∈A
•
−,n and J as in (3.78), there is a bijection

(W̃aff)J \W̃aff/W 1:1←→ (W,•)-orbits in η̌ •W̃aff, (3.80)

where by (W,•)-orbits, we mean orbits under the •-action of W . The above correspondence can be further
strengthened to one between regular double cosets (see the end of §3.1.9) and regular (W,•)-orbits in η̌ •W̃aff
(i.e. those orbits under the •-action of W whose stabilizer is trivial). One may verify that each regular (W,•)-
orbit in η̌ •W̃aff has a unique dominant representative and so we obtain a bijection

Y+∩ η̌ •W̃aff
1:1←→

(
JW̃ I

aff

)
reg

. (3.81)

Denoting the Bruhat order on the left hand side by ≤B (the one induced from the Bruhat order on the right
hand side). Then one knows that if x,y ∈

(
JW̃ I

aff

)
reg

correspond to dominant coweights λ̌x, λ̌y, then

x≤B y =⇒ λ̌y ≤ λ̌x (3.82)

where the order ≤ in the right hand side is the dominance order.

3.4.9. Boxes and restricted weights. — Keep the notation of the previous section and define the lower-
closure of the box (in the terminology of [51]), or set of restricted weights, as the set

�(Q,n) := {λ̌ ∈ Y+ | 0≤ 〈 λ̌ ,ai〉< n(ǎi) for i ∈ I}. (3.83)

One can easily check that each λ̌ ∈ Y+ may be uniquely written as

λ̌ = λ̌0 + ζ̌ , λ̌0 ∈�(Q,n), ζ̌ ∈ Ỹ+. (3.84)

Indeed, from λ̌ ∈ Y+, we may just subtract positive multiples of the fundamental coweights attached to D̃
until we arrive at an element in the box (our simply-connected hypothesis ensures that these fundamental
coweights lie in Ỹ+).

3.5. Affine Hecke algebras and their combinatorics. — In this subsection, we assume (I, ·,D) is of
simply connected type and write D = (Y,{ǎi},X ,{ai}). Write W for the Weyl group of (I, ·) and Waff :=
Waff(I, ·,D) =W nY for the corresponding affine Weyl group, which we know is a Coxeter group under the
simply connected hypothesis. As such we can define two Hecke algebras: HW := H(W, t) will be called the
finite Hecke algebra and Haff := H(Waff, t) will be called the affine Hecke algebra.

3.5.1. Bernstein presentation. — If β̌ ∈Y+ we set Y
β̌

:= T
t(β̌ ) and we note by the length formula (3.63) that

Y
β̌+γ̌

=Y
β̌
Yγ̌ =Yγ̌Yβ̌

when β̌ , γ̌ ∈Y+. For a general element β̌ ∈Y , we may write β̌ = λ̌ − µ̌ with λ̌ , µ̌ ∈Y+
and then set Y

β̌
=Y

λ̌
Y−1

µ̌
which can be shown to be well-defined (i.e. independent of the choice of λ̌ , µ̌ ∈Y+,

cf. [73, p.40]). This definition extends to give a well-defined injective morphism of algebras ι : Zτ [Y ]→Haff.
Let us also remark that one has the formula (see [58, Lemma 3.5] for a conceptual derivation)

Y
β̌
= Hw0Yw0β̌

H−1
w0

. (3.85)

One can verify (see [73, p. 59, (4.2.7)]) that the elements {HwY
β̌
} for w ∈W, β̌ ∈Y (and similarly {Y

β̌
Hw})

form an Zτ -basis of Haff, where one has the following relation

HsiYβ̌
−Ysiβ̌

Hsi = (τ−1− τ)
Ysiβ̌
−Y

β̌

1−Y−ǎi

. (3.86)
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3.5.2. The module Haffε . — Regarding I ⊂ Iaff in the natural way so that (W̃aff)I =W, we then set

ε :=
τ`(w0)

PW (t−1)
ε
+
I . (3.87)

From (3.41) and (3.42) we find linethat

Hsiε = τε = εHsi for i ∈ I and ε
2 = ε. (3.88)

The parabolic module Haffε = Haffε
+
I defined as in §3.3.5 is sometimes also referred to as the polynomial

representation in the literature, as the relation (3.86) and the first of the relations above show that the map
ι above induces an isomorphism of Zτ -modules, ι : Zτ [Y ]

∼=−→ Haff ε, see [73, §4.3]. The induced action of
Haff on Zτ [Y ], denoted h 7→ h.p(Y ), h ∈ Haff, p(Y ) ∈ Zτ [Y ], takes the following form:

Y
λ̌
.Yµ̌ = Y

λ̌+µ̌
for λ̌ , µ̌ ∈ Y, and Yµ̌ .Hsi =

τ−1−τY−ǎi
1−Y−ǎi

Ysi µ̌ +
τ−τ−1

1−Y−ǎi
Yµ̌ . (3.89)

3.5.3. The spherical Hecke algebra Hsph. — The spherical subalgebra is defined as the Zτ -module

Hsph := ε Haff ε, (3.90)

with algebra structure induced from Haff using the fact that ε is an idempotent. The inverse of the isomor-
phism ι from the previous paragraph induces an isomorphism of Haff-subalgebras

S : Hsph
∼=−→ Zτ [Y ]W , (3.91)

where Zτ [Y ]W is the space of W -invariant elements in the group algebra of Y over Zτ (the action of W
on Y induces the action of si on Zτ [Y ] by the relation siYβ̌

= Ysiβ̌
, etc.). One can show that the elements

hµ̌ := ε Yµ̌ ε for µ̌ ∈ Y+ form an algebra basis of Hsph and that

S(hµ̌) =
τ〈µ̌,2ρ〉

PWµ̌
(t−1) ∑

w∈W

(
∏

a∈R+

1− τ−2Y−wǎ

1−Y−wǎ
·Ywµ̌

)
, (3.92)

where PWµ̌
(t−1) is the Poincaré polynomial of the stabilizer of µ̌ in the finite Weyl group W see (3.9). The

space Zτ [Y ]W has another distinguished basis, namely the characters χ
λ̌
, λ̌ ∈ Λ∨+ defined as:

χ
λ̌

:= χ
λ̌
(Y ) :=

∑w∈W (−1)`(w)Yw(λ̌+ρ̌)−ρ̌

∏ǎ∈R+
(1−Y−ǎ)

. (3.93)

Denoting by c
λ̌
∈Hsph the element such that S(c

λ̌
) = χ

λ̌
, the elements {c

λ̌
}

λ̌∈Y+
form another basis of Hsph,

which is related to the basis {h
λ̌
} through the so-called Kato-Lusztig formula

c
λ̌
= ∑

µ̌≤λ̌
p

µ̌,λ̌ (τ)hµ̌ , or equivalently χ
λ̌
= ∑

µ̌≤λ̌
p

µ̌,λ̌ (τ)S(hµ̌), (3.94)

where ≤ in the above refers to the dominance order on Y as in (3.14). For ζ̌ ∈ Y+, if we write w
ζ̌

for the

longest element in Wt(ζ̌ )W , then it can be deduced from (3.63) that

w
ζ̌

:= w0t(ζ̌ ) and `(w
ζ̌
) = `(w0)+ 〈ζ̌ ,2ρ〉. (3.95)

In terms of the Kazhdan–Lusztig polynomials (3.39), we have p
µ̌,λ̌ (τ) = τ〈λ̌−µ̌,2ρ〉Pwµ̌ ,wλ̌

(τ2). It is known

that y ≤ w
λ̌

in the Bruhat order if and only if there exists µ̌ ∈ Y+ such that µ̌ ≤ λ̌ and y ∈Wt(µ̌)W , see
[50, (4.6)]. So it follows that if µ̌, λ̌ ∈ Y+, then µ̌ ≤ λ̌ if and only if wµ̌ ≤ w

λ̌
.
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3.5.4. The modules JV and JVsph. — Let J ⊂ I ( Iaff and consider the Zτ -modules

JV := ε
−
J Haff and JVsph := ε

−
J Haff ε. (3.96)

We have already described a basis for the space JV , namely Nw := ε
−
J Hw where w ranges over the elements

in JWaff. In a similar way, we see that JVsph has a basis Bu := ε
−
J Huε as u ranges over a set of regular,

minimal length coset representatives
(

JW I
aff

)
reg. One can equip JV and JVsph with involutions inherited from

the involution d on Haff, and we continue to call these d : JV → JV and d : JVsph→ JVsph. Finally, let us note
that JV carries a right action by Haff, denoted as · and JVsph is equipped with a right action by Hsph, denote
as ?, and computed as follows: for h ∈ Haff,u ∈

(
JW I

aff

)
reg, we have

(
ε
−
J Huε

)
? (εhε ) = ε

−
J (Hu ε h)ε.

3.6. Twisted affine Hecke algebras. — Throughout this section, we let (I, ·,D) be a root datum, written
D=(Y,{ǎi},X ,{ai}), and equipped with a twist (Q,n) such that the associated root datum (I,◦n,D̃), written
D̃= (Ỹ ,{ã∨i }, X̃ ,{ãi}), is of simply-connected type. Set

W :=W(I, ·)∼=W(I,◦(Q,n)), W̃aff :=Waff(I,◦(Q,n)∼=W n Ỹ , and H̃aff := Haff(W̃aff, t)∼= HW ⊗Zτ [Ỹ ].(3.97)

Finally, we denote the analogues of the modules in (3.96) as JṼ and JṼsph, i.e.

JṼ := ε
−
J H̃aff and JṼsph := ε

−
J H̃aff ε. (3.98)

3.6.1. The module Ṽ (η̌). — Pick η̌ ∈A•−,n and suppose J⊂ Iaff is such that Stab(W̃aff,•)(η̌)= (W̃aff)J. Define

the A-module Ṽ (η̌) to be a copy of the H̃aff-module JṼ . We now describe a basis {vµ̌} of Ṽ (η̌) indexed by
elements µ̌ in η̌ •W̃aff (recall that, as we explained in (3.79), this indexing set is in bijection with JW̃aff, the
set indexing the natural basis of JṼ ). The elements vµ̌ are defined as follows:

– for µ̌ ∈ η̌ •W̃aff, write µ̌ = η̌ •w for a unique w ∈ JW̃aff;
– decompose w = σ t(β̌ ) with β̌ ∈ Ỹ and σ ∈W ;
– set vµ̌ := ε

−
J Hσ Y

β̌
.

The elements vµ̌ with µ̌ ∈ W̃aff • η̌ satisfy

vµ̌ = ε
−
J Hσ if µ̌ = η̌ •σ ,σ ∈ JW̃aff, (3.99)

vµ̌ ·Yλ̌
= v

λ̌+µ̌
if λ̌ ∈ Ỹ , µ̌ ∈ η̌ •W̃aff. (3.100)

Lemma. — Let η̌ ∈A
•
−,n, J defined as in (3.78), and λ̌ ∈ Y+∩ η̌ •W̃aff. Then we may write λ̌ = η̌ •σt(β̌ )

with β̌ ∈ Ỹ+ and σt(β̌ ) ∈ JW̃aff, and hence v
λ̌
= ε

−
J Hx for the unique x ∈ JW̃aff such that η̌ • x = λ̌ .

Proof. — Observe that for each σ ∈W , we have −n(ǎi) < 〈η̌ •σ ,ai〉 < n(ǎi). Hence writing λ̌ = η̌ •
σt(β̌ ) = (η̌ •σ)+ β̌ for any σ ∈W, β̌ ∈ Ỹ , we must have 〈β̌ ,ai〉 ≥ 0. Indeed, if ω̌ãi = n(ǎi)ω̌ai denotes the
fundamental coweight in the root system attached to D̃, we have (by the simply-connected hypothesis) that
ω̌ãi ∈ Ỹ . The exist integers fi ∈ Z such that

β̌ = ∑
i∈I

fi ω̌ãi = ∑
i

fi n(ǎi)ω̌ai , (3.101)

from which it follows that 〈β̌ ,ai〉 ∈ {0,±n(ǎi),±2n(ǎi), . . . ,}. The dominance of β̌ follows, and the second
assertion of the Lemma follows from the (3.64) and the fact that if β̌ ∈ Ỹ+, then H

tβ̌
= Y

β̌
.

3.6.2. Quantum Demazure–Lusztig operators. — The action of the polynomial part of the affine Hecke
algebra H̃aff, i.e. of the group algebra Zτ [Ỹ ] is given in the basis just introduced of Ṽ (η̌) by formula (3.100).
The action of the finite Hecke algebra HW ⊂ H̃aff on Ṽ (η̌) can be described by the quantum specialization
(2.5) of the metaplectic Demazure–Lusztig operators that will be introduced in §4.1. Since we explain the
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properties of these (unspecialized) Demazure–Lusztig operators in more detail in loc. cit., we introduce
them in a somewhat ad hoc manner now. To begin, we introduce the expression

υ(m) =

{
−1 if m≡ 0 mod n
τ if m 6≡ 0 mod n

, (3.102)

then define the operators T̃[
si

on Ṽ (η̌), acting on the right, via the formulas :

v
λ̌
·
(

τ
−1T̃[

si

)
:=


τ−1 υ(〈λ̌ + ρ̌,ai〉Q(ǎi))vλ̌•si

+(τ− τ−1) ∑
k≥0

kn(ǎ)≤〈λ̌ ,a〉

v
λ̌−kn(ǎi)ǎi

if 〈λ̌ ,ai〉 ≥ 0,

τ−1 υ(〈λ̌ + ρ̌,ai〉Q(ǎi))vλ̌•si
+(τ−1− τ) ∑

k>0
kn(ǎ)<−〈λ̌ ,a〉

v
λ̌+kn(ǎi)ǎi

if 〈λ̌ ,ai〉< 0.
(3.103)

Using these formulas, we find that for µ̌ ∈ η̌ •W̃aff,

vµ̌ ·
(

τ
−1T̃[

si

)
=


vµ̌•si if −n(ǎi)< 〈µ̌ + ρ̌,ai〉< 0,
vµ̌•si +(τ− τ−1)vµ̌ if 0 < 〈µ̌ + ρ̌,ai〉< n(ǎi),

−τ−1vµ̌ =−τ−1vµ̌•si if 〈µ̌ + ρ̌,ai〉= 0,
(3.104)

where in the first two cases, we note that 〈µ̌ + ρ̌,ai〉Q(ǎi) 6≡ 0 mod n by the definition of n(ǎi) in (3.19).

Proposition. — Let η̌ ∈A
•
−,n. Then in Ṽ (η̌), we have the relation

vµ̌ ·Hsi = vµ̌ ·
(

τ
−1T̃[

si

)
for µ̌ ∈ η̌ •W̃aff and any i ∈ I. (3.105)

3.6.3. Proof of Proposition 3.6.2, part 1. — Let J := {i ∈ Iaff | 〈η̌ + ρ̌,ai〉 = 0}, so that by definition
Ṽ (η̌)∼= ṼJ. Suppose that µ̌ ∈ η̌ •W̃aff actually lies in the orbit of W , i.e.

µ̌ = η̌ •σ for σ ∈W. (3.106)

Then (3.44) together with the fact that • defines an action of W implies for each i ∈ I

vµ̌ ·Hsi = ε
−
J ·Hσ ·Hsi =


vµ̌•si if σsi > σ ,σsi ∈ JW̃aff,

vµ•si +(τ− τ−1)vµ̌ if σsi < σ ,σsi ∈ JW̃aff,

−τ−1vµ̌ if σsi 6∈ JW̃aff.

(3.107)

Hence, we need to match up the conditions in (3.107) and (3.104).

Lemma. — For η̌ ∈A
•
−,n and J ⊂ Iaff such that (3.78) holds, we have

1. If σsi ∈ JW̃aff and σsi > σ then −n(ǎi)< 〈µ̌ + ρ̌,ai〉< 0.
2. If σsi ∈ JW̃aff and σsi < σ then 0 < 〈µ̌ + ρ̌,ai〉< n(ǎi).
3. If σsi /∈ JW̃aff if and only if 〈µ̌ + ρ̌,ai〉= 0.

Proof. — We begin with (3). If σsi /∈ JW̃aff, then from (3.10) we may write σsi = s jσ with j ∈ J. Hence

(η̌ •σ)• si = η̌ • (σsi) = η̌ • (s jσ) = η̌ • s j •σ = η̌ •σ (3.108)

by the assumption on the stabilizer of η̌ . But (η̌ •σ)•si = η̌ •σ implies that 〈η̌ •σ +ρ,ai〉= 〈µ̌+ρ,ai〉= 0.
Conversely, if 〈µ̌ + ρ̌,ai〉= 0, then µ̌ • si = µ̌. By definition of µ̌ , (η̌ •σ)• si = η̌ •σ and hence

η̌ • (σsi) = η̌ •σ . (3.109)

This last equation means that σsiσ
−1 ∈ (W̃aff)J or σsi = τσ with 1 6= τ ∈ (W̃aff)J . Therefore siσ /∈ JW̃aff as

σ is the minimal length representative for right (W̃aff)J cosets.
As for (1), first observe that

〈µ̌ + ρ̌,ai〉= 〈η̌ •σ + ρ̌,ai〉= 〈(η̌ + ρ̌) ·σ ,ai〉= 〈η̌ + ρ̌,σ−1(ai)〉. (3.110)
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Using the definition ãi from §3.2.6, what we need to show is

−1 < 〈(η̌ + ρ̌) ·σ , ãi〉< 0. (3.111)

By assumption,−1 < 〈η̌ + ρ̌, ãk〉 ≤ 0 for all k ∈ I. As σsi > σ , (ãi)σ
−1 > 0 and we find that 〈µ̌ + ρ̌,ai〉 ≤ 0.

However, we cannot have 〈µ̌ + ρ̌,ai〉 = 0 since this would contradict part (1), so the desired upper bound
follows. With our assumption that η̌ ∈A

•
+,n, the lower bound is just the statement that η̌ + ρ̌ and (η̌ + ρ̌)σ

are on the same side of the hyperplane defining the reflection σãi,1. But this is clear from the fact that σ ∈W
and the description of the set M̂(σ) from (3.68). Part (3) follows from a similar analysis.

3.6.4. Proof of Proposition 3.6.2, part 2. — In the general case, suppose µ̌ = η̌ •w, w ∈ JW̃aff, where
w = σt(β̌ ) for σ ∈W and β̌ ∈ Ỹ . Defining λ̌ := η̌ •σ it follows that σ ∈ JW̃aff as well, so that

v
λ̌

:= εJHσ and vµ̌ = v
λ̌
·Y

β̌
. (3.112)

The Bernstein relation (3.86) for the metaplectic Iwahori Hecke algebra shows that

vµ̌ ·Hsi = v
λ̌
·Y

β̌
·Hsi = v

λ̌
HsiYβ̌ si

− (τ− τ
−1)v

λ̌
·
Y

β̌ si
−Y

β̌

1−Y−ã∨i

. (3.113)

We leave it as an exercise to verify that (v
λ̌
·Y

β̌
)(τ−1T̃[

si
) = v

λ̌+β̌
(τ−1T̃[

si
) satisfies the same recursion as

v
λ̌+β̌

Hsi using the explicit formulas given in (3.103).

Remark. — The operators T̃[
si

can also be built from the so-called Chinta–Gunnells action of the Weyl
group W (see §4.1.1 - 4.1.2 for more details). Using the special property of the Chinta–Gunnells action
(4.6), the recursion asserted above for T̃[

si
then follows immediately from the formula (4.8).

3.6.5. The module Ṽ . — Keep the same notation as in the previous paragraph, and consider now the sum

Ṽ :=
⊕

η̌∈A•−,n

Ṽ (η̌). (3.114)

as an H̃aff-module. Note that as a H̃aff-module, many of the summands Ṽ (η̌) will be isomorphic to the same
ṼJ . We may write each λ̌ ∈ Y as λ̌ = η̌ •w for a unique η̌ ∈ A

•
−,n; defining v

λ̌
∈ Ṽ (η̌) as above, we see

that {v
λ̌
}

λ̌∈Y form an A-basis of V , i.e. we have as A-modules Ṽ ∼= Zτ [Ỹ ]. The action of H̃aff on V and an
involution d are obtained by adding together those on individual Ṽ (η̌).

3.6.6. On the modules Ṽsph(η̌). — For η̌ ∈A
•
−,n and J as in (3.78), we define the Zτ -module

Ṽsph(η̌) := ε
−
J H̃aff ε and let [vµ̌ ] := vµ̌ε for µ̌ ∈ Y ∩ η̌ •W̃aff. (3.115)

The elements [vµ̌ ] will span Ṽsph(η̌) by a simple application of the Bernstein presentation, but they will not
be linearly independent, as the following relations hold.

Proposition. — Let η̌ ∈A
•
−,n and let ai be a simple root with corresponding reflection si.

1. If 〈λ̌ + ρ̌,ai〉 ≥ 0 and 〈λ̌ + ρ̌,ai〉 ≡ 0 mod n(ǎi) then [v
λ̌
]+ [v

λ̌•si
] = 0.

2. If 0 < 〈λ̌ + ρ̌,ai〉< n(ǎi), then [v
λ̌
]− τ[v

λ̌•si
] = 0.

3. If 〈λ̌ + ρ̌,ai〉> n(ǎi) but j := 〈λ̌ + ρ̌,ai〉 6≡ 0 mod n(ǎi), then setting

λ̌(1) := λ̌ − resn(ǎi)(〈λ̌ + ρ̌,ai〉) ǎi, we have 0 = [v
λ̌
]− τ[v

λ̌•si
]− τ[v

λ̌ (1) ]+ [v
λ̌ (1)•si

]. (3.116)

In type A, the above is due to [65, Prop. 5.9]. The generalization to arbitrary type is in [43, Prop. 6.3(ii)],
see also [63, Prop. 4.4]. As it is a specialization of Proposition 4.3.2, we defer the proof to Section 4.
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3.6.7. The space Ṽsph. — As Ṽsph(η̌) ∼= ε
−
J H̃affε , we know that a basis consists of regular, minimal length

representatives of the double cosets. On the other hand, we have a bijection, see (3.80):

Y+∩ η̌ •W̃aff
1:1←→

(
JW̃ I

aff

)
reg

, µ̌ = η̌ •w 7→ (W̃aff)J wW. (3.117)

Using the straightening rules above, we may show that

Corollary. — Fix η̌ ∈A
•
−,n. The collection {[vµ̌ ]} for µ̌ ∈ Y+∩ η̌ •W̃aff forms a basis of Ṽsph(η̌).

If we now define the Zτ -module

Ṽsph :=
⊕

η̌∈A•−,n

Ṽsph(η̌), (3.118)

then we find that, as an Zτ -module, Ṽsph has a basis [v
λ̌
] with λ̌ ∈ Y+.

3.7. Involutions and canonical bases in Ṽsph. — Keep the same conventions and notations from §3.6.

3.7.1. Involution on Ṽ (η̌). — Recall that each Ṽ (η̌) ' ε
−
J H̃affε , and so is equipped with an involution d.

It takes the following explicit form with respect to the basis vµ̌ introduced above.

Lemma. — [65, Prop. 5.4] Let η̌ ∈A
•
−,n with J as in (3.78). Then for µ̌ ∈ η̌ •W̃aff, we have

vµ̌ := d(vµ̌) = (−τ)−`(w
J
0)vµ̌•w0 ·H

−1
w0

. (3.119)

Proof. — The proof in loc. cit. carries over. To begin, suppose η̌ •w = µ̌ with w ∈ JW̃aff written as
w = σt(β̌ ), so that vµ̌ = ε

−
J ·HσY

β̌
. By definition and using (3.36) and (3.85), we find

vµ̌ = ε
−
J Hσ ·Yβ̌

= ε
−
J Hσw0Yw0β̌

H−1
w0

. (3.120)

Now we have that

µ̌ •w0 = η̌ •σt(β̌ )w0 = η̌ • (σw0) ·t(w0β̌ ). (3.121)

Writing ω := (σw0)t(w0β̌ ), we leave it as an exercise to verify that if σt(β̌ ) ∈ JW̃aff, then wJ
0ω ∈ JW̃aff.

The result follows since Hsi , i ∈ J acts on εJ via the scalar −τ−1.

Note that by Proposition 3.6.2, we could have equivalently defined

vµ̌ := τ
−`(w0)(−τ)−`(w

J
0)vµ̌•w0 · (T̃

[
w0
)−1. (3.122)

Remark. — By definition, if η̌ ∈A
•
−,n, then vη̌ = εJ and so vη̌ = vη̌ . Hence, the above Lemma implies that

vη̌ = (−τ)−`(w
J
0)vη̌•w0H−1

w0
= vη̌ . (3.123)

But the action of Hw0 on vη̌ can be described in terms of the formulas (3.104): we have

vη̌•wHsi = vη̌•w · (τ−1T̃[
si
) = ci vη̌•wsi if `(wsi)> `(w), (3.124)

where ci = 1 if i /∈ J and ci =−τ−1 if i ∈ J.
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3.7.2. The involution on Ṽsph(η̌). — In order to construct a Kazhdan–Lusztig basis on the space Ṽsph(η̌)
introduced in §3.6.7, we need the following result.

Proposition. — Fix η̌ ∈A
•
−,n with J ⊂ Iaff defined as in §3.6.1. Suppose λ̌ ∈ Y+∩ η̌ •W̃aff. Then we have

1. The involution d : Ṽsph(η̌)→ Ṽsph(η̌) takes the following form:

d([v
λ̌
]) = (−1)`(w

J
0)τ
−`(w0)−`(wJ

0)[v
λ̌•w0

]. (3.125)

2. With respect to the dominance order <, for some a
µ̌,λ̌ ∈ Zτ one has

d([v
λ̌
]) = [v

λ̌
]+ ∑

µ̌∈η•W̃aff∩Y+
µ̌<λ̌

a
µ̌,λ̌ [vµ̌ ]. (3.126)

Proof. — We have already seen that d(v
λ̌
) = (−τ−1)`(w

J
0)v

λ̌•w0
H−1

w0
. On the other hand, we have

d[v
λ̌
] = d(v

λ̌
ε) = d(v

λ̌
)ε = (−τ

−1)`(w
J
0)v

λ̌•w0
H−1

w0
ε. (3.127)

Since Hw0ε = τ`(w0)ε , we have H−1
w0

ε = τ−`(w0) and the result follows. The triangularity can either be
deduced by inspecting the form of the straightening rules, or by resorting back to the triangularity of the
involution in ε

−
J H̃affε and then using the comparison of the Bruhat order with the dominance order from

(3.82). We will explain the former approach in more detail in the g-twisted setting in the next section.

3.7.3. The module Ṽsph and its canonical bases. — For any η̌ ∈ A
•
−,n, using [71, Lemma 24.2.1] and part

(2) of the previous Proposition applied to the set Y+∩ η̌ •W̃aff with the dominance order, we may construct
a new basis of Ṽsph starting from [vµ̌ ], µ̌ ∈Y+∩ η̌ •W̃aff. In fact, we have two possibilities: we may construct
[G

λ̌
] and [G−

λ̌
] for λ̌ ∈Y+∩ η̌ •W̃aff characterized uniquely by the property that they are self-dual with respect

to the involution described above and satisfying

[G
λ̌
] = [G

λ̌
]+ := [v

λ̌
]+ ∑

µ̌<λ̌

o
µ̌,λ̌ [vµ̌ ], where o

µ̌,λ̌ ∈ Z+
τ and (3.128)

[G−
λ̌
] = [v

λ̌
]+ ∑

µ̌<λ̌

o−
µ̌,λ̌

[vµ̌ ], where o−
µ̌,λ̌
∈ Z−τ , (3.129)

respectively. If y,x ∈ (JW I)reg are such that η̌ • y = λ̌ , η̌ • x = µ̌ , then Lemma 3.6.1 implies [v
λ̌
] = Oy and

also [vµ̌ ] = Ox. Hence we may conclude that

o
µ̌,λ̌ = oy,x and o−

µ̌,λ̌
= o−y,x, (3.130)

where the elements on the right hand side of each equality were defined in Proposition 3.3.7 .
The collections {[G

λ̌
]} and {[G−

λ̌
]} will be referred to as canonical bases of Ṽsph(η̌). Putting these bases

together (for all η̌ ∈A
•
−,n), we get bases for Ṽsph indexed by Y+ which are again called canonical bases.

3.8. Littlewood–Richardson polynomials and the H̃sph-module structure on Ṽsph. —

3.8.1. H̃sph-module structure on Ṽsph(η̌). — For η̌ ∈ A
•
−,n and J defined as in (3.78), the space Ṽsph(η̌) =

ε
−
J H̃affε is naturally a right H̃sph = εH̃affε-module under a right action ? introduced in §3.5.4. Using the

Satake isomorphism (3.91), we obtain an action of Zτ [Ỹ ]W on Ṽsph(η̌), written as ♦, and defined as

v♦ f = v ?S−1( f ) for f ∈ Zτ [Ỹ ]W ,v ∈ Ṽsph(η̌). (3.131)

Proposition. — Let f (Y ) = ∑
λ̌∈Ỹ c

λ̌
Y

λ̌
∈ Zτ [Ỹ ]W with c

λ̌
∈ Zτ . Then

[vµ̌ ]♦ f = ∑
λ̌

c
λ̌
[v

λ̌+µ̌
] for µ̌ ∈ η̌ •W̃aff. (3.132)
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Proof. — It suffices to verify this for f = S(h
λ̌
), λ̌ ∈ Ỹ+, since these form a basis of Zτ [Y ]W . Writing

S(h
λ̌
) = ∑

ζ̌∈Ỹ c
ζ̌ ,λ̌

Y
ζ̌

with ζ̌ ∈ Ỹ , we compute from the definitions

[vµ̌ ]♦S(h
λ̌
) = [vµ̌ ]?h

λ̌
= vµ̌ε εY

λ̌
ε = vµ̌S(h

λ̌
)ε = ∑

ζ̌

c
ζ̌ ,λ̌

[v
ζ̌+λ̌

]. (3.133)

3.8.2. The Littlewood–Richardson polynomials. — For λ̌ , µ̌, ζ̌ ∈ Ỹ+, the Littlewood–Richardson coeffi-

cients cζ̌

µ̌,λ̌
∈ Z are defined as decomposition numbers for the multiplication of characters χ

λ̌
∈ Z[Ỹ ] defined

in (3.93): χ
λ̌
· χµ̌ = ∑

ζ̌
cζ̌

µ̌,λ̌
χ

ζ̌
. A deformation of these numbers to polynomials in type A was introduced

in [65] under the name q-Littlewood–Richardson coefficients see [43, 63] for the extension to general type.
In our setup, the polynomials Qλ̌

ζ̌ ,µ̌
(τ) can be defined via the relation

[vµ̌ ]? c
λ̌
= [vµ̌ ]♦χ

λ̌
= ∑

ζ̌∈Y+

Qλ̌

ζ̌ ,µ̌
(τ)[v

ζ̌
]. (3.134)

Remark. — When n = 1, dropping all tildes from our notation, one has isomorphism of Hsph-modules

Vsph ∼= Hsph ∼= Zτ [Y ]W (3.135)

under which [vµ̌ ] gets mapped to cµ̌ ∈ Hsph and χµ̌ ∈ Z[Y ]W , respectively, reducing Qλ̌

ζ̌ ,µ̌
to cλ̌

ζ̌ ,µ̌
.

Using Proposition 3.6.2 and (3.88), the action of ε on Ṽ is given, in terms of the basis vµ̌ , µ̌ ∈ Y, as

vµ̌ε = ∑
w∈W

τ
−`(w)vµ̌ T̃[

wτ
−`(w). (3.136)

Let us introduce the element CS[(µ̌) ∈ Ṽ (see below for some remarks on this notation) by the expression

CS[(µ̌) := vµ̌ · ε = ∑
w∈W

vµ̌ · T̃[
wτ
−`(w) (3.137)

and write its image in Ṽsph as [CS[(µ̌)]. Recall the polynomials p
τ̌,λ̌ from (3.94).

Proposition. — Let λ̌ ∈ Ỹ+ and µ̌ ∈ Y+. Then we have

∑
τ̌≤λ̌

p
τ̌,λ̌ [CS[(µ̌) ·Yτ̌ ] = ∑

ζ̌∈Y+

Qλ̌

ζ̌ ,µ̌
(τ)[v

ζ̌
]. (3.138)

Note that in order to write the left hand side of the above relation (3.138) in terms of the basis elements [v
ζ̌
],

we may need to use the straightening relations of Proposition 3.6.6.

Proof. — It suffices to show, in light of the relation (3.94), that [vµ̌ ]♦S(h
λ̌
) = [CS[(µ̌) ·Y

λ̌
]. This follows,

since by definition, [vµ̌ ]♦S(h
λ̌
) = vµ̌ε Y

λ̌
ε = CS[(µ̌)Y

λ̌
ε.

Remark. — The notation CS[ comes from the fact that in the metaplectic setting, the analogous expression
C̃S(µ̌) gives the metaplectic Casselman–Shalika formula that is featured prominently in the literature on
multiple Dirichlet series. Motivated by this, McNamara [76] has proved combinatorial formulas expressing
C̃S(µ̌) as a sum over the crystal Bµ̌+ρ̌ (or alternatively as a sum over certain Gelfand–Tsetlin patterns in
type A) and in [13], lattice models are studied whose partition function yields C̃S(µ̌). Although both results
are proved in the metaplectic setting, one may treat the parameters introduced there as formal variables and
perform a ‘quantum specialization’ to obtain what appears to be new combinatorial formulas for Qλ̌

ζ̌ ,µ̌
(τ).
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3.9. Tensor product theorems. — We formulate below two results for the bases [G
λ̌
] and [G−

λ̌
] introduced

in §3.7.3. Modeled on the Steinberg-Lusztig theorem (see Thm. 7.3.6 (1)), the result for [G−
λ̌
] seems to

originate in the work of [65] in type A. The proof sketched below follows the nice argument due to Lanini-
Ram [62] for general type. In fact, the argument in op. cit. can be easily modified to also give a tensor
product theorem for [G

λ̌
] which matches a result due to Andersen for tilting modules (see Thm. 7.3.6(2)).

3.9.1. Tensor product theorem. — Recall the notion of (Q,n)-restricted coweights �(Q,n) from §3.4.9.

Proposition. — Let λ̌ ∈ Y+ be decomposed uniquely as λ̌ = λ̌0 + ζ̌ , where ζ̌ ∈ Ỹ+ and λ̌0 ∈�(Q,n).

1. [62, Thm 1.4] We have [G−
λ̌0
]? c̃

ζ̌
= [G−

λ̌0+ζ̌
].

2. Writing λ̌
†
0 := λ̌0 ·w0 +2(ρ̃∨− ρ̌) we have

[G
λ̌

†
0
]? c̃

ζ̌
= [G

λ̌
†
0 +ζ̌

]. (3.139)

In both cases, the idea is to verify that the left hand side of the desired equality satisfies the characterizing
properties of the right hand side (see §3.7.3). We shall just focus on the [Gµ̌ ] variant. Since

〈λ̌ †,ai〉= 〈λ̌0,ai ·w0〉+2(n(ǎi)−1), (3.140)

λ̌0 ∈�(Q,n), and ai ·w0 is the negative of some simple root, it follows that λ̌ † ∈ Y+.

3.9.2. Proof of Proposition 3.9.1, part 1: self-duality. — Pick η̌ ∈ A
•
−,n with J defined as in (3.78). We

assume [G
λ̌

†
0
] ∈ Ṽsph(η̌) is written as [G

λ̌
†
0
] = ε

−
J hε for h ∈ H̃sph. Write also c̃

ζ̌
= εh′ε for some h′,h′ ∈ H̃aff.

As both of these elements are self-dual,

d
(
[G

λ̌
†
0
]
)
= vη̌hε = vη̌hε = vη̌hε = [G

λ̌
†
0
] and d(c̃

ζ̌
) = εh′ε = εh′ε = c̃

ζ̌
, (3.141)

we may apply the fact that d is a homomorphism to conclude

d
(
[G

λ̌
†
0
]? c̃

ζ̌

)
= d(vη̌hεεh′ε) = vη̌hεh′ε = [G

λ̌
†
0
]? c̃

ζ̌
. (3.142)

3.9.3. Proof of Proposition 3.9.1, part 2: triangularity. — We may write

[G
λ̌

†
0
] = [v

λ̌0
]+∑

µ̌<λ̌0
o

µ̌,λ̌0
[vµ̌ ] and c

ζ̌
= h

ζ̌
+∑

η̌<ζ̌
p

η̌ ,ζ̌
hη̌ (3.143)

for elements o
µ̌,λ̌0
∈ Z+

τ and pη̌ ,ǎ ∈ Z+
τ defined earlier. From the straightening rules and the proof of Propo-

sition 3.8.1, we have for any λ̌ ∈ Y+ and µ̌ ∈ Ỹ+

[v
λ̌
]?hµ̌ = [v

λ̌+µ̌
]+ ∑

ξ̌<λ̌+µ̌

d
ξ̌ ,λ̌+µ̌

[v
ξ̌
] for some d

ξ̌ ,λ̌+µ̌
∈ Zτ . (3.144)

From here it follows that

[G
λ̌

†
0
]? c̃

ζ̌
= [v

λ̌
]+ ∑

µ̌<λ̌

a
µ̌,λ̌ [vµ̌ ], for a

µ̌,λ̌ ∈ Zτ ; (3.145)

it remains to show a
µ̌,λ̌ ∈Z+

τ . To do so, recall a few facts about Littelmann’s path model for representations.

3.9.4. Recollections on the path model. — We apply the path model of Littlelmann [66] to the root system
defined by D̃. From op. cit., the character of a highest representation is written as a positive sum over paths
in the highest weight crystal B(ζ̌ ), i.e.

χ
λ̌

:= ∑
p∈B(ζ̌ )

Ywt(p), (3.146)

where wt(p) ∈ Ỹ denotes the end-point of the path. Recall also that there exists an involution on the set
ι : B(ζ̌ )\{p

ζ̌
}, where p

ζ̌
is the unique path in B(ζ̌ ) with endpoint ζ̌ , which has the property that

wt(ι(p)) = wt(p)• si for a unique i ∈ I. (3.147)
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3.9.5. Proof of Proof of Proposition 3.9.1, part 3: straightening. — Write a ≡ b to mean a− b ∈
⊕

λ̌∈Y Z+
τ [Y ], i.e. it is a linear combination of Yµ̌ with µ̌ ∈ Y and the coefficients are in Z+

τ . In this notation,
the straightening rules in Proposition 4.3.2 imply that for µ̌ ∈ Y+,

[Yµ̌ ]≡

{
0 if 0≤ 〈µ̌ + ρ̌,ai〉< n(ǎi),

−[Y
µ̌(1)•sa

] otherwise.
(3.148)

Lemma. — [62, Lemma 1.5] In the notation of part (2) of Proposition 3.9.1

[Y
λ̌

†
0 +ζ̌

]≡−[Y
λ̌

†
0 +ζ̌•si

] for any i ∈ I. (3.149)

Proof. — Recall λ̌ † = λ̌0 ·w0 +2(ρ̃∨− ρ̌) and write µ̌ = λ̌ † + ζ̌ . We compute

〈µ̌ +ρ,ai〉 = 〈λ̌0 ·w0,ai〉+2(n(ǎi)−1)+1+ 〈ζ̌ ,ai〉 (3.150)

= 〈λ̌0 ·w0,ai〉+2n(ǎi)−1+ 〈ζ̌ ,ai〉. (3.151)

Using that 〈ζ̌ ,ai〉 ≥ 0 and ζ̌ ∈ Ỹ as well as the fact that −n(ǎi)< 〈λ̌0 ·w0,ai〉 ≤ 0 we conclude that

resn(ǎi)〈µ̌ +ρ,ai〉= 〈λ̌0 ·w0,ai〉+n(ǎi)−1. (3.152)

Using the definition that µ̌(1) = µ̌(1)−〈µ̌ + ρ̌,ai〉ǎi we obtain

µ̌
(1) • si = µ̌

(1) · si− ǎi = λ̌
† + ζ̌ − resn(ǎi)〈µ̌ +ρ,ai〉− ǎi (3.153)

= λ̌0 ·w0 · si +2(ρ̃∨− ρ̌− ǎi)+ ζ̌ · si +
(
〈λ̌0 ·w0,ai〉+n(ǎi)−1

)
ǎi− ǎi (3.154)

= λ̌0 ·w0 +2(ρ̃∨− ρ̌)+ ζ̌ · si− ǎi. (3.155)

The rest of the argument follows as in Lemma [62, Lemma 1.5]

3.9.6. Proof of Proof of Proposition 3.9.1, part 4: conclusion. — Since the o
µ̌,λ̌ ∈ Z+

τ , we have that

[G
λ̌

†
0
]? c̃

ζ̌
≡ [v

λ̌
†
0
]? c̃

ζ̌
. (3.156)

From our description of the action by c̃
ζ̌

in (3.134) and formula (3.146), this amounts to checking that

[v
λ̌

†
0
]♦χ

ζ̌
= ∑

p∈B(ζ̌ )

[v
λ̌

†
0 +wt(p)]≡ [v

λ̌
†
0 +ζ̌

]. (3.157)

Using the previous Lemma and what we recalled about the involution ι in §3.9.4, we are done.

4. g-twisted canonical bases and Kazhdan-Lusztig polynomials

Recall the generic ring Zτ,g from §2.0.9 which was defined in terms of formal parameters τ (where
τ2 = t−1) and the gk,k ∈ Z subject to the relations as described in loc. cit. In this section, we introduce a ‘g-
twisted’ version of the constructions from the previous one. Under the quantum specialization (see §2.0.10)
gk 7→ τ, k 6= 0 we recover the constructions from the previous section, and under the p-adic specialization of
§2.0.11), as we explain in Part II of this paper, the constructions of the present section provide information
about the structure of the Whittaker module on covers of p-adic groups.

We keep the same conventions as at the start of §3.6. Namely, we fix a root datum (I, ·,D), which
is written D = (Y,{ǎi},X ,{ai}), and a twist (Q,n) on D such that the twisted root datum (I,◦(Q,n),D̃) is
of simply-connected type. Set D̃ = (Ỹ ,{ã∨i }, X̃ ,{ãi}) and write H̃aff := Haff(I,◦(Q,n),D̃) and H̃sph for the
corresponding affine Hecke algebra and spherical Hecke algebra, respectively. Recall that the Bernstein
presentation for H̃aff allows us to identify it as

H̃aff ∼= HW ⊗Zτ [Ỹ ], (4.1)
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where HW is the finite Hecke algebra of W := W (I, ·) ∼= W (I,◦(Q,n)) with generators Tsi , i ∈ I , or their
renormalizations Hsi = τ−1Tsi , satisfying the braid relations and the quadratic relations

(Tsi− τ
2)(Tsi +1) = 0 or equivalently (Hsi− τ)(Hsi− τ

−1) = 0. (4.2)

The key to our constructions in this section is to use a representations of the affine Hecke algebra H̃aff on a
space of polynomials Zτ,g[Y ]. Such a construction was introduced in [26, 81], and what is new here is the
use of ideas from the previous section to equip Zτ,g[Y ] with an explicit decomposition into H̃aff-submodules
and an involution that allows us to introduce a g-twisted version of Kazhdan–Lusztig theory.

4.1. Metaplectic Demazure–Lusztig operators. — Our goal in this section is to construct a representa-
tion of H̃aff on a certain space of polynomials. Our computations will take place in the ring Zτ,g[Y ] (or
Zτ,g[Ỹ ]). We also introduce localizations Zτ,g,m[Y ] and Zτ,g,m[Ỹ ] by the ideal

m=
(

1−Y−ã∨i ,1− τ
−2Y−ã∨i | i ∈ I

)
⊂ Cτ,g[Y ], (4.3)

and for a positive integer n > 0, define the residue map resn : Z→{0,1, . . . ,n−1}.
4.1.1. The Chinta–Gunnells action. — Following Chinta and Gunnells [25, Def. 3.1], define

Y
λ̌
? sa =

Y
λ̌ ·sa

1− τ−2Y−ã∨

(1− τ
−2)Y

resn(ǎ)

(
B(λ̌ ,ǎ)
Q(ǎ)

)
ǎ
− τ
−2g

Q(ǎ)+B(λ̌ ,ǎ)Yã∨−ǎ(1−Y−ã∨)

 for λ̌ ∈ Y,a ∈Π, (4.4)

where λ̌ · sa denotes the right action of sa on λ̌ and Π denotes the set of simple roots attached to D. Extend
this by Zτ,g-linearity to define f ? sa for every f ∈ Zτ,g[Y ] and use the formula

f
h
? sa =

f ? sa

hsa
for f ∈ Zτ,g[Y ],h ∈m, (4.5)

to further extend this to an action ? of W : −? sa : Zτ,g,m[Y ]→ Zτ,g,m[Y ]. Note that for a ∈Π we have that

( f ·h)? sa = ( f ? sa) ·hsa for h ∈ Zτ,g[Ỹ ], f ∈ Zτ,g[Y ], (4.6)

where hsa is the usual action of sa on Zτ,g[Y ].

4.1.2. Metaplectic Demazure–Lusztig operators. — Introduce the rational functions

b(X) = τ2−1
1−Y−X

and c(X) = τ2−Y−X
1−YX

. (4.7)

For each a ∈Π with corresponding simple reflection sa, we define the following elements in Zτ,g(Y )[W ]∨:

T̃sa := T̃a := [sa]c(ã∨)+ [1]b(ã∨). (4.8)

Consider now the action on Cτ,g,m[Y ] of T̃a by the formulas

Y
λ̌
· T̃a = c(ã∨)Y

λ̌
? sa +b(ã∨)Y

λ̌
. (4.9)

Remark. — Note that our operators T̃a are the inverse of the ones in [81, eq. (4.10)] (and of course one
should replace v with τ−2). They also act on the right here, as opposed to the left in op. cit.

The operators T̃a will be used to define a representation of the affine Hecke algebra on Cτ,g[Y ] (see §4.2.1).
Recall the dot action of the affine Weyl groups Waff and W̃aff on Y from 3.4.6 and (3.74), respectively, as well
as the fundamental domain A

•
−,n for the dot action from (3.75). From the computation in [81, (4.18) and

(4.12)](6), we deduce the following formulas.

(6)Note that in (4.12) there is a mistake; the right hand side of the equality should be replaced by Y
λ̌
+ vgQ(ǎ)Yλ̌−ǎ

32



Lemma. — 1. For a ∈Π and λ̌ ∈ Y , we have

Y
λ̌
· T̃a =


g〈λ̌+ρ̌,a〉Q(ǎ)Yλ̌•sa

+(τ2−1) ∑
k≥0

kn(ǎ)≤〈λ̌ ,a〉

Y
λ̌−kn(ǎ)ǎ if 〈λ̌ ,a〉 ≥ 0,

g〈λ̌+ρ̌,a〉Q(ǎ)Yλ̌•sa
+(1− τ2) ∑

k>0
kn(ǎ)<−〈λ̌ ,a〉

Y
λ̌+kn(ǎ)ǎ if 〈λ̌ ,a〉< 0.

(4.10)

2. For µ̌ = η̌ •W and i ∈ I, we have

Yµ̌ ·
(

τ
−1T̃si

)
=


τ−1 g〈µ̌+ρ̌,ai〉Q(ǎi)Yµ̌•si if −n(ǎi)< 〈µ̌ + ρ̌,ai〉< 0,
τ−1 g〈µ̌+ρ̌,ai〉Q(ǎi)Yµ̌•si +(τ− τ−1)Yµ̌ if 0 < 〈µ̌ + ρ̌,ai〉< n(ǎi),

−τ−1Yµ̌ =−τ−1Yµ̌•si if 〈µ̌ + ρ̌,ai〉= 0.
(4.11)

3. If µ̌ ∈ Y, ζ̌ ∈ Ỹ and i ∈ I, we have

(Yµ̌Y
ζ̌
) · (τ−1T̃si) = Yµ̌ · (τ−1T̃si)+(τ− τ

−1)
Y

ζ̌ ·si
−Y

ζ̌

1−Y−ǎ
. (4.12)

Remark. — Note that the formulas in (4.10) imply and are implied by the formulas in (4.11) and (4.12).

4.1.3. Statement of result. — The following computation plays a crucial role in our work. In making it we
were inspired by the straightening formulas of [63, (1.3)] and [43, Prop. 6.3], see [65].

Proposition. — Let λ̌ ∈ Y , a ∈Π, and n(ǎ) as in (3.19).

1. If 〈λ̌ + ρ̌,a〉 ≥ 0 and 〈λ̌ + ρ̌,a〉 ≡ 0 mod n(ǎ) then(
Y

λ̌
+Y

λ̌•sa

)
T̃a =−

(
Y

λ̌
+Y

λ̌•sa

)
. (4.13)

2. If 0 < 〈λ̌ + ρ̌,a〉< n(ǎ), then(
Y

λ̌
−g〈λ̌+ρ̌,a〉Q(ǎ)Yλ̌•sa

)
T̃a =−

(
Y

λ̌
− g〈λ̌+ρ̌,a〉Q(ǎ)Yλ̌•sa

)
. (4.14)

3. If 〈λ̌ + ρ̌,a〉> n(ǎ) but j := 〈λ̌ + ρ̌,a〉 6≡ 0 mod n(ǎ), then setting λ̌ (1) := λ̌ − resn(ǎ)(〈λ̌ + ρ̌,a〉) ǎ,(
Y

λ̌
−g jQ(ǎ)Yλ̌•sa

−g jQ(ǎ)Yλ̌ (1) +Y
λ̌ (1)•sa

)
T̃a =−

(
Y

λ̌
−g jQ(ǎ)Yλ̌•sa

−g jQ(ǎ)Yλ̌ (1) +Y
λ̌ (1)•sa

)
. (4.15)

The proof will occupy the remainder of this section. Set m := n(ǎ)≥ 1, ã∨ := mǎ, and write

〈λ̌ + ρ̌,a〉= j+md, where j ∈ {0,1, . . . ,m−1} and d ∈ Z. (4.16)

Let us also record here that 〈λ̌ • sa,a〉=−〈λ̌ ,a〉−2.

4.1.4. Proof of Proposition 4.1.3 (1). — In case (1), we must have j = 0 and d ≥ 0. Assume further d = 0
so that 〈λ̌ + ρ̌,a〉= 0 and hence

λ̌ • sa = (λ̌ + ρ̌)sa− ρ̌ = λ̌ + ρ̌− ρ̌ = λ̌ . (4.17)

Since 〈λ̌ ,a〉= 〈λ̌ • sa,a〉=−1 we may apply the second case of (4.10) to conclude that(
Y

λ̌

)
T̃a =

(
Y

λ̌•sa

)
T̃a =−Y

λ̌
, (4.18)

where we used g〈λ̌+ρ̌,a〉Q(ǎ) = g0 =−1. Next, we assume that d ≥ 1 in (4.16) and that j = 0, so

〈λ̌ ,a〉= md−1≥ 0 and 〈λ̌ • sa,a〉=−md−1 < 0. (4.19)

33



Applying the first and second case of (4.10) to Y
λ̌

and Y
λ̌•sa

= Y
λ̌−dmǎ, respectively, we find(

Y
λ̌

)
T̃a = −Y

λ̌•sa
+(τ2−1) ∑

0≤k≤d−1
Y

λ̌−kã∨ , and (4.20)(
Y

λ̌•sa

)
T̃a = −Y

λ̌
+(1− τ

2) ∑
0<k≤d

Y
λ̌−d ã∨+k ã∨ . (4.21)

If we add the above expressions, the terms in the sums over k cancel, which leaves with(
Y

λ̌
+Y

λ̌•sa

)
T̃a =−

(
Y

λ̌
+Y

λ̌•sa

)
. (4.22)

4.1.5. Proof of Proposition 4.1.3 (2). — In case (2), we must have d = 0 and so j = 〈λ̌ + ρ̌,a〉> 0. Hence
〈λ̌ ,a〉 ≥ 0 and we may apply the first case of (4.10) to obtain(

Y
λ̌

)
T̃a = g jQ(ǎ)Yλ̌•sa

+(τ2−1)Y
λ̌
. (4.23)

On the other hand, to compute
(

Y
λ̌•sa

)
T̃a we note (see after (4.16)) that 〈λ̌ • sa,a〉 = −( j+1) < 0 so that

the second case of (4.10) yields (
Y

λ̌•sa

)
T̃a = g− jQ(ǎ)Yλ̌

, (4.24)

since the sum over k in the second expression of (4.10) has no terms since j+1≤ m. One then has(
g jQ(ǎ)Yλ̌•sa

−Y
λ̌

)
T̃a = g jQ(ǎ)g− jQ(ǎ)Yλ̌

−g jQ(ǎ)Yλ̌•sa
− (τ2−1)Y

λ̌
(4.25)

= −
(

g jQ(ǎ)Yλ̌•sa
−Y

λ̌

)
, (4.26)

where we have used the fact that g jQ(ǎ)g− jQ(ǎ) = τ2 whenever j 6= 0 and Q(ǎ) 6= 0 mod n (see §2.0.9).

4.1.6. Proof of Proposition 4.1.3 (3). — In case (3), we have d ≥ 1 and also j 6= 0 in (4.16). Hence
〈λ̌ ,a〉= j+md−1 > 0, so that we may apply the first case of (4.10) to write(

Y
λ̌

)
T̃a = g jQ(ã∨)Yλ̌•sa

+(τ2−1) ∑
0≤k≤d

Y
λ̌−kã∨ . (4.27)

Consider next λ̌ (1) • sa = (λ̌ − jǎ)sa− ǎ = λ̌ −mdǎ from which we conclude

〈λ̌ (1) • sa,a〉=−(λ̌ (1),a)+2 = j−nd−1 < 0 (4.28)

since md ≥ m and 0 < j < m. Hence we can apply the second case of (4.10) to obtain

(Y
λ̌ (1)•sa

)T̃a = g jQ(ǎ)Yλ̌ (1) +(1− τ
2) ∑

k>0
km<md− j+1

Y
λ̌ (1)•sa+kã∨ = (4.29)

g jQ(ǎ)Yλ̌ (1) +(1− τ
2) ∑

0<k<d
Y

λ̌−dã∨+kã∨ = g jQ(ǎ)Yλ̌ (1) +(1− τ
2) ∑

0<k<d
Y

λ̌−kã∨ . (4.30)

Hence, we find that(
Y

λ̌
+Y

λ̌ (1)•sa

)
T̃a = g jQ(ǎ)

(
Y

λ̌•sa
+Y

λ̌ (1)

)
+(τ2−1)

(
Y

λ̌
+Y

λ̌ (1)•sa

)
. (4.31)

If we now define

A := Y
λ̌
+Y

λ̌ (1)•sa
and B := Y

λ̌•sa
+Y

λ̌ (1) , (4.32)

we may restate what we have proven as follows:

(A)T̃a = g jQ(ǎ)B+(τ2−1)A. (4.33)

Now recalling the quadratic relation (4.36), we may apply T̃a to the previous relation to get

(g jQ(ǎ)B)T̃a = (AT̃a− (τ2−1)A)T̃a = τ
2A. (4.34)
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Using g jQ(ǎ)g− jQ(ǎ) = τ2 we get (B)T̃a = g− jQ(ǎ)A, hence we conclude using (4.33) that A−g jQ(ǎ)B is an
eigenvector of T̃a with eigenvalue −1 as desired.

Remark. — In Proposition 4.1.3 we essentially compute eigenvectors with eigenvalue−1 for the operators
T̃a. These are used to define a certain “exterior power” quotient in §4.3.2 which models the metaplectic
spherical Gelfand–Graev representation. A similar exterior power is known to model the representations
theory of quantum groups at a root of unity; we’ll make this more precise in §7. One may similarly compute
g-twisted eigenvectors with eigenvalue τ2 for T̃a and use them to define “symmetric power” quotients. This
doesn’t have any immediate applications to the p-adic setting, so we will not pursue it here.

4.1.7. The classical straightening rules. — Note that Proposition 4.1.3 holds for any Q as defined in 3.2.5,
including when Q(ǎ) ≡ 0 mod n. In this case (owning to gmk = −1), we have that equations (4.13)
and (4.14) are the same and equation (4.15) is a linear combination of (4.13) for λ̌ and λ̌ (1). The rela-
tions become classical in nature, and the straightening rules we develop in Proposition 4.3.2 will be the
same to the classical straightening rules in (1.4). This is consistent with the fact that when Q(ǎ)≡ 0 mod n
for all ǎ ∈ Π̌, then the corresponding metaplectic n-cover of G(F) is just the direct product G(F)×µn.

4.2. The metaplectic polynomial representation V. —

4.2.1. The representation V. — Let V := Zτ,g[Y ] be the space of polynomials in the variables Y
λ̌
, λ̌ ∈ Y .

The elements in Zτ [Ỹ ] act on V by translations, i.e.

Y
λ̌
·Yµ̌ = Y

µ̌+λ̌
for µ̌ ∈ Ỹ , λ̌ ∈ Y. (4.35)

From the formulas in Lemma 4.1.2, one sees that T̃a preserves the space V. In fact, one has the following.

Proposition. — Keep the notation above and recall the space Ṽ from §3.6.5 equipped with its H̃aff-action.

1. The formulas (4.35) together with Y
λ̌
·Tsi := Y

λ̌
· T̃ai for i ∈ I, λ̌ ∈ Y define an action of H̃aff on V.

2. The quantum specialization q : Zτ,g→ Zτ induces an isomorphism, which we continue to denote by

the same name, q : Zτ ⊗Zτ,g V
∼=−→ Ṽ that is equivariant with respect to the H̃aff-actions.

Proof. — From the arguments in [26, Prop. 3.1] we know the operators {T̃ai | i ∈ I} satisfy the braid
relations as well as the quadratic relation

T̃2
a = (τ2−1)T̃a + τ

2 for a ∈Π. (4.36)

This shows that the given formulas define an action on V. A more conceptual proof of this fact that doesn’t
use the Chinta-Gunnells action is given in [83, Theorem 3.7]. The second part follows by observing that the
formulas in Lemma 4.1.2 reduce to the formulas for T̃[

a under the quantum specialization.

4.2.2. Decomposition of V. — In analogy with the constructions of §3.6.1, for each η̌ ∈ A
•
−,n, define the

right H̃aff-module

V(η̌) := Yη̌ · H̃aff := {w ∈ V | w = Yη̌ ·h for some h ∈ H̃aff}. (4.37)

The following result follows immediately from the explicit formulas in Lemma 4.1.2.

Proposition. — For each η̌ ∈ A
•
−,n, V(η̌) is a Zτ,g[Ỹ ]-module of rank equal to the cardinality of the orbit

η̌ •W, and we have V(η̌) =
⊕

ζ̌∈η̌•W Y
ζ̌
·Zτ,g[Ỹ ] and a decomposition of V into H̃aff-submodules

V := Zτ,g[Y ]∼=
⊕

η̌∈A•−,n

V(η̌). (4.38)

It is then clear that a basis of V(η̌) is given by Yµ̌ for µ̌ ∈ η̌ •W̃aff.
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4.2.3. The basis vµ̌ . — Let η̌ ∈ A
•
−,n and J as in (3.78). In analogy with the construction of the elements

vµ̌ from §3.6.1, we introduce elements vµ̌ for µ̌ ∈ η̌ •W̃aff by the formula

vµ̌ := Yη̌HσY
β̌

when µ̌ = η̌ •σt(β̌ ), σt(β̌ ) ∈ JW̃aff, σ ∈W, β̌ ∈ Ỹ . (4.39)

where we recall the action of Hsi =
(

τ−1T̃si

)
on Zτ,g[Y ] is computed in Lemma 4.1.2.

Lemma. — Let µ̌ = η̌ •σt(β̌ ) with σ ∈ JW of minimal length and β̌ ∈ Ỹ . Then the new basis satisfies

vµ̌ = κ(µ̌)Yµ̌ where κ(µ̌) = ∏
a∈R+,(a)σ−1>0

(τ−1g〈η̌+ρ̌,a〉Q(ǎ)) ∈ Zτ,g. (4.40)

Proof. — By definition we have that vη̌ = Yη̌ . If µ̌ = η̌ •σ with σ ∈ JW of minimal length, then we may
use induction on the length of σ and the argument follows from using the first case of Lemma 4.1.2(2)
repeatedly. If µ̌ = η̌ •σt(β̌ ), then κ(µ̌) only depends on σ .

Remark. — By construction, we find that if we replace the Yµ̌ in Lemma 4.1.2 with vµ̌ , one obtains the
exact relations from the previous section, namely (4.11) becomes (3.103) with vµ̌ replaced by vµ̌ . In other
words, all the Gauss sum contributions are absorbed into the vµ̌ . Finally, let us comment that under the
quantum specialization of (2.5), κ(µ̌) is mapped to 1.

4.2.4. Examples. — Consider the PGL3 root datum D with simple coroots α̌1, α̌2, simple roots α1,α2 such
that 〈α̌i,α j〉=−1+3δi j and ρ̌ = α̌1+ α̌2. Let D(Q,n) be the twist of D with n = 6 and Q(α̌1) =Q(α̌2) =Q.

Consider η̌ =−2α̌1−2α̌2 ∈A
•
−,n. Then we have by using the first case of Lemma 4.1.2(2):

v−2α̌1−2α̌2 = Y−2α̌1−2α̌2 , v−α̌1−2α̌2 = τ
−1g−QY−α̌1−2α̌2 , v−2α̌1−α̌2 = τ

−1g−QY−2α̌1−α̌2 , (4.41)

v−α̌1 = τ
−2g−Qg−2QY−α̌1 , v−α̌2 = τ

−2g−Qg−2QY−α̌2 , v0 = τ
−3g−Qg−2Qg−QY0. (4.42)

These are all the elements vµ̌ with µ̌ ∈ η̌ •W . The rest of the elements vµ̌ in V(η̌) can be obtained by
multiplying with elements Y

β̌
for β̌ ∈ Ỹ . If instead we work with η̌ ′ =−3α̌1−2α̌2, then we have

v−3α̌1−2α̌2 = Y−3α̌1−2α̌2 , v−2α̌2 = τ
−1g−3QY−2α̌2 , v2α̌1+3α̌2 = τ

−2g−3Qg−3QY2α̌1+3α̌2 , (4.43)

4.3. g-twisted canonical bases. — We now construct an involution on the space V and use it to study a
version of Kazhdan–Lusztig theory on a spherical quotient Vsph of V.

4.3.1. The involution on V(η̌). — Let η̌ ∈ A
•
−,n and J as in (3.78). We would like to define an involution

on V(η̌) which is compatible with the action of H̃aff and reduces to our previous involution on Ṽ (η̌) under
the quantum specialization. We begin with the following simple observation which follows from Lemma
4.1.2(2) and the same ideas as in the remark concluding §3.7.1. For η̌ ∈A

•
−,n, we have

Yη̌ · T̃w0 = τ`(w0)(−τ)−`(w
J
0)κ(η̌ •w0)Yµ̌•w0 where κ(η̌ •w0) = ∏

a∈R+,
(a)(wJ

0)
−1>0

(τ−1g〈η̌+ρ̌,a〉Q(ǎ)), (4.44)

or equivalently in terms of the basis vµ̌ introduced in §4.2.3, we may write

vµ̌ ·Hw0 = (−τ)−`(w
J
0)vµ̌•w0 . (4.45)

Inspired by (3.122) and the computation in Remark 3.7.1, we now set for µ̌ ∈ η̌ •W̃aff either

d(Yµ̌) := Yµ̌ := τ
`(w0)(−τ)−`(w

J
0)κ(µ̌ •w0)κ(µ̌)Yµ̌•w0(T̃w0)

−1 or equivalently (4.46)

d(vµ̌) = (−τ)−`(w
J
0) vµ̌•w0 ·H

−1
w0

. (4.47)

The equivalence of the two expressions is immediate from (4.40) and the fact that κ(µ̌) = κ(µ̌)−1. If
η̌ ∈A

•
−,n, then Yη̌ = Yη̌ follows from (3.123).
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Proposition. — The formula (4.46) defines an involution on V(η̌) which satisfies

d(v ·h) = v ·h for v ∈ V(η̌),h ∈ H̃aff . (4.48)

Proof. — First suppose h = Y
ζ̌

with ζ̌ ∈ Ỹ and w = vµ̌ for any µ̌ ∈ η̌ •W̃aff. From (3.85), we have Y
ζ̌
=

Hw0Yζ̌ ·w0
H−1

w0
, and we wish to show that

d(vµ̌Y
ζ̌
) = d(v

µ̌+ζ̌
) = (−τ)−`(w

J
0)v

(ζ̌+µ̌)•w0
H−1

w0
is equal to d(vµ̌)Yζ̌

= (−τ)−`(w
J
0) vµ̌•w0H−1

w0
Hw0Yζ̌ ·w0

H−1
w0

.

Since (ζ̌ + µ̌)•w0 = µ̌ •w0+ ζ̌ ·w0, (4.48) follows for h =Y
ζ̌
. Suppose now that h = Hsi , i ∈ I and µ̌ = η̌ ∈

A
•
−,n. It suffices to show show

d(vη̌ ·Hsi) = d(vη̌) ·Hsi = vη̌ ·H−1
si

. (4.49)

Now d(vη̌ ·Hsi) may be computed using Lemma 4.1.2(2) as follows

d(vη̌ ·Hsi) =

{
(−τ)−`(w

J
0)vη̌•siw0H−1

w0
if 〈η̌ + ρ̌,ai〉 6= 0

(−τ)−`(w
J
0)(−τ−1)vη̌•w0H−1

w0
if 〈η̌ + ρ̌,ai〉= 0

. (4.50)

The rest of the proof is an exercise in Coxeter combinatorics with the use of Lemma 4.1.2 (2). Note that the
involutive property of d follows from (4.48) since each v inV(η̌) is of the form Yη̌ ·h for some h ∈ H̃aff.

4.3.2. On the space Vsph(η̌). — Recall the element ε from §3.5.2. For η̌ ∈A•+,n, we define the Zτ,g-module

Vsph(η̌) := V(η̌) · ε := SpanZτ,g
{[Yµ̌ ], µ̌ ∈ η̌ •W̃aff}= SpanZτ,g

{[vµ̌ ], µ̌ ∈ η̌ •W̃aff}, (4.51)

where [v] := v · ε ∈ V for any v ∈ V(η̌). Here, the action of ε on v is obtained by writing ε = ε
+
I as in (3.40)

and identifying the action of Hw,w ∈W with that of the operator τ−`(w)T̃w from Lemma 4.1.2. As with [vµ̌ ],
the elements [Yµ̌ ] are not independent and satisfy the straightening rules below. Since εHsi = τε ,

[Yµ̌ ] · T̃si = τ
2[Yµ̌ ] for i ∈ I. (4.52)

As an immediate consequence of Proposition 4.1.3 and the previous equation, we obtain the following.

Proposition. — If a = ai, i ∈ I, one has the following relations for elements [Y
λ̌
] (resp. [v

λ̌
]), λ̌ ∈ η̌ •W̃aff:

1. If 〈λ̌ + ρ̌,a〉 ≥ 0 and 〈λ̌ + ρ̌,a〉 ≡ 0 mod n(ǎ) then

[Y
λ̌
]+ [Y

λ̌•sa
] = 0 or [v

λ̌
]+ [v

λ̌•sa
] = 0. (4.53)

2. If 0 < 〈λ̌ + ρ̌,a〉< n(ǎ), then

[Y
λ̌
] = g〈λ̌+ρ̌,ǎ〉Q(ǎ)[Yλ̌•sa

] or [v
λ̌
] = τ[v

λ̌•sa
]. (4.54)

3. If 〈λ̌ + ρ̌,a〉> n(ǎ) , j := 〈λ̌ + ρ̌,a〉 6≡ 0 mod n(ǎ), then setting λ̌(1) := λ̌ − resn(ǎ)(〈λ̌ + ρ̌,a〉) ǎ

[Y
λ̌
]−g jQ(ǎ)[Yλ̌•sa

]−g jQ(ǎ)[Yλ̌ (1) ]+ [Y
λ̌ (1)•sa

] = 0 or [v
λ̌
]− τ[v

λ̌•sa
]− τ[v

λ̌ (1) ]+ [v
λ̌ (1)•sa

] = 0. (4.55)

4.3.3. On the space Vsph and its canonical bases. — Fix η̌ ∈ A
•
−,n. Using the straightening rules above,

we may show that

Corollary. — The collection {[Yµ̌ ]} for µ̌ ∈Y+∩ η̌ •W̃aff forms a basis of Ṽsph(η̌), and similarly for {[vµ̌ ]}.

If we now define the Zτ,g-module

Vsph :=
⊕

η̌∈A•−,n

Vsph(η̌), (4.56)
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then we find that, as an Zτ,g-module, Vsph has a basis {[Y
λ̌
]} or {[v

λ̌
]}where λ̌ ranges over Y+. The involution

d : V(η̌)→ V(η̌) which was studied in §4.3.1 induces an involution on the subspace Vsph(η̌) by using
Proposition 4.3.1 and the fact that ε = ε. We have

d([vµ̌ ]) := d(vµ̌ε) = d(vµ̌)ε for µ̌ ∈ η̌ •W̃aff. (4.57)

Combining the arguments in Proposition 3.7.2 with that of Proposition 4.3.1, we obtain the following for-
mula for the involution d : V(η̌)→ V(η̌) restricted to the subspace Vsph(η̌),

d([v
λ̌
]) = (−1)`(w

J
0)τ
−`(w0)−`(wJ

0)[v
λ̌•w0

] or equivalently, (4.58)

d([Y
λ̌
]) = (−1)`(w

J
0)τ
−`(w0)−`(wJ

0)κ(λ̌ )κ(λ̌ •w0)[Yλ̌•w0
]. (4.59)

The involution d defined above naturally extends to one on Vsph.

Proposition. — For each λ̌ ∈ Y+, there exist a unique self-dual elements [G
λ̌
], [G−

λ̌
] ∈ Vsph(η̌) (here η̌ ∈

A
•
+,n is such that λ̌ = η̌ •w for w ∈ W̃aff) which satisfies the triangularity condition

[G
λ̌
] = [v

λ̌
]+∑

µ̌<λ̌
a

µ̌,λ̌ [vµ̌ ], for a+
µ̌,λ̌
∈ Z+

τ and [G−
λ̌
] = [v

λ̌
]+∑

µ̌<λ̌
a

µ̌,λ̌ [vµ̌ ], for a−
µ̌,λ̌
∈ Z−τ . (4.60)

By the way they were constructed, one can verify that a±
µ̌,λ̌

= o±
µ̌,λ̌

are the parabolic, singular Kazhdan–

Lusztig polynomials from (3.128). Writing (4.60) in terms of the basis [vµ̌ ] = κ(µ̌)[Yµ̌ ] we find relations

[G
λ̌
] = κ(λ̌ )[Y

λ̌
]+∑

µ̌<λ̌
κ(µ̌)o+

µ̌,λ̌
(τ−1)[Yµ̌ ] and [G−

λ̌
] = κ(λ̌ )[Y

λ̌
]+∑

µ̌<λ̌
κ(µ̌)o−

µ̌,λ̌
(τ−1)[Yµ̌ ] (4.61)

Defining [G
λ̌
], [G−

λ̌
] to satisfy [G

λ̌
] = κ(λ̌ )[G

λ̌
] and [G−

λ̌
] = κ(λ̌ )[G−

λ̌
], the previous equations become

[G
λ̌
] = [Y

λ̌
]+∑

µ̌<λ̌
κ(µ̌)κ(λ̌ )−1o+

µ̌,λ̌
(τ−1)[Yµ̌ ] and [G−

λ̌
] = [Y

λ̌
]+∑

µ̌<λ̌
κ(µ̌)κ(λ̌ )−1o−

µ̌,λ̌
(τ−1)[Yµ̌ ].(4.62)

We shall refer to [G
λ̌
] and [G−

λ̌
] as the canonical basis in Vsph(η̌) and [G

λ̌
], [G−

λ̌
] as the g-twisted canonical

bases. We also set

go±
λ̌ ,µ̌

:=
κ(µ̌)

κ(λ̌ )
o±

µ̌,λ̌
(τ±1) (4.63)

and refer to these as g-twisted parabolic, singular Kazhdan–Lusztig polynomials.

4.4. g-twisted Littlewood–Richardson theory. — Recall the spherical subalgebra H̃sph := εH̃affε intro-
duced in §3.5.3. It is equipped with two bases, h̃

λ̌
:= εY

λ̌
ε and c̃

λ̌
, both indexed by λ̌ ∈ Ỹ+. Under the

Satake isomorphism S : H̃sph→ Zτ [Ỹ ]W we have S(h
λ̌
) is given by the formula (3.92) and S(c̃

λ̌
) = χ

λ̌
the

Weyl character, see (3.93). The Zτ,g-modules Vsph(η̌) and Vsph can be equipped with a right H̃sph action,
denoted by ?, and defined as in §3.5.4. We shall also write ♦ for the action of Zτ [Ỹ ]W as in (3.131), i.e.

w♦ f = v?S−1( f ) for w ∈ Vsph, f ∈ H̃sph. (4.64)

4.4.1. Action of h̃
λ̌

. — Let [Yµ̌ ] := Yµ̌ε ∈ Vsph(η̌) for µ̌ ∈ Y+∩ η̌ •W̃aff. From §4.3.2

[Yµ̌ ]?h
λ̌
= Yµ̌ · εY

λ̌
ε = [C̃S(µ̌) ·Y

λ̌
] for λ̌ ∈ Ỹ+, µ̌ ∈ Y+, (4.65)

where we have written C̃S(µ̌) :=Yµ̌ε . The elements C̃S(µ̌)∈ Vsph are precisely the values of the unramified
spherical Whittaker function on metapletic covers (see [81] and the references therein). Alternatively, one
may write the above expression in terms of the (Hall-Littlewood) polynomials S(h

λ̌
) introduced in (3.92),

[Yµ̌ ]?h
λ̌
= [Yµ̌ ·S(hλ̌

)], (4.66)

where again one needs to use the straightening rules to rewrite the above in terms of the basis {[Yµ̌ ]}µ̌∈Y+ .
One may prove a version of Proposition 3.8.1 and

[Y
λ̌
]? c̃

ζ̌
= [Y

λ̌
]♦χ

ζ̌
= [Y

λ̌
·χ

ζ̌
]. (4.67)
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4.4.2. g-twisted Littlewood–Richardson polynomials. — If we alternatively expand the product [Yµ̌ ] ? c
λ̌

for µ̌, λ̌ as in the previous paragraph, we obtain an expression of the form

[Y
λ̌
]? c

ζ̌
= ∑

µ̌∈Y+

gQζ̌

µ̌,λ̌
[Yµ̌ ] for some gQζ̌

µ̌,λ̌
∈ Zτ,g. (4.68)

We call the elements gQζ̌

µ̌,λ̌
g-twisted Littlewood–Richardson polynomials and under the quantum special-

ization, one can easily show that q(gQζ̌

µ̌,λ̌
) = Qζ̌

µ̌,λ̌
, where the latter are the polynomials defined in (3.134).

In fact, we can be even more precise. From Remark 4.2.3 it follows that the elements [v
λ̌
] will satisfy

equation (3.134) on the nose, and by comparing that with (4.68) and the use of (4.40) we get

gQζ̌

µ̌,λ̌
= κ(µ̌)κ(λ̌ )−1Qζ̌

µ̌,λ̌
. (4.69)

4.4.3. g-twisted Tensor Product Theorems. — We now consider the action of H̃sph on the new bases
[Gµ̌ ], [G

−
µ̌
], µ̌ ∈ Y+ of the space Vsph that were introduced in §4.3.3. The action is entirely determined

from the following g-twisted analogue of the tensor-product theorem [65], [62].

Proposition. — Let λ̌ ∈ Y+ be written uniquely as λ̌ = λ̌0 + ζ̌ with λ̌0 ∈�(Q,n) and ζ̌ ∈ Ỹ+.

1. We have [G
λ̌0
]? c̃

ζ̌
= [G

λ̌0+ζ̌
]

2. Writing λ̌
†
0 := λ̌0 ·w0 +2(ρ̃∨− ρ̌) we have

[G−
λ̌

†
0
]? c̃

ζ̌
= [G

λ̌
†
0 +ζ̌

]. (4.70)

The proof given in Section §3.9 carries over here, where one uses the properties of the involution d from
Proposition 4.3.1 as well as the fact that the straightening relations (see Proposition 4.3.2) when viewed with
respect to the [v

λ̌
] basis look the same as their ‘quantum’ counterparts from the previous section.

Remark. — The Proposition holds if we replace the bases [G
λ̌
] and [G−

λ̌
] with the bases [G

λ̌
] and [G−

λ̌
],

respectively. To see this, note that [G
λ̌
] = κ−1(λ̌ )[G

λ̌
] and [G

λ̌0
] = κ−1(λ̌0)[Gλ̌0

] by definition, and use the

fact that κ(λ̌ ) = κ(λ̌0) because λ̌ − λ̌0 = η̌ ∈ Ỹ+. The same argument works for the [G−
λ̌
] basis.

PART II
p-ADIC MODELS

Throughout this part, we assume that (I, ·,D) is a root datum with D = (Y,{ǎi},X ,{ai}) assumed to
be of simply-conneted type. Let (Q,n) be a twist as in §3.2.5 and (I,◦(Q,n),D̃) the corresponding twisted
root datum as in §3.2.6 again assumed to be of simply-connected type. Write D̃= (Ỹ ,{ã∨i }, X̃ ,{ãi}). Both
simply-connected assumptions can be removed (for the purposes of this part) with known techniques, though
the constructions become a bit more notationally involved. Denote also by

Waff :=Waff(I,◦,D) and W̃aff :=Waff(I,◦(Q,n),D̃) (4.71)

the affine Weyl groups attached to D and D̃. Again, by our assumptions both are Coxeter groups and we
adopt the same terminology here as in §3.4. On ocassion, we write A (resp. Ã) for the Cartan matrix attached
to (I, ·) (resp. (I,◦(Q,n))) and Aaff and Ãaff for their untwisted affinizations (see §3.1.4).
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5. Recollections on p-adic groups, their covers, and associated Hecke algebras

In this section, we recall some facts about (covers of) p-adic groups and their associated Hecke algebras.

5.1. Groups attached to root datum. — Throughout this section F will denote an arbitrary field. Denote
by G := GD the corresponding split, simple algebraic group of simply-connectd type whose points over any
field F will be denoted as G(F) := GD(F). We review a few details of this construction following [95], and
adopt the notation in §3.2.4 to describe the roots, weights, etc. associated to (I, ·,D).

5.1.1. Torus H. — The group G comes equipped with a (split) torus H such that H(F)∼= Hom(X ,F∗). For
any s ∈ F and λ̌ ∈ Y we write sλ̌ ∈ H(F) for the element which sends µ ∈ X to s〈λ̌ ,µ〉. As D was assumed
simply-connected, Y has basis Π̌ and it follows that every element in H(F) may be written uniquely as
∏i∈I sǎi

i with si ∈ F∗. There is a natural action of W := W (I, ·) on H(F) induced from the corresponding
action of W on X , and for s ∈W and h ∈H(F) we denote this action by s(h) ∈H(F).

5.1.2. Unipotent subgroups. — For each a ∈ R there exists a subgroup Ua ⊂ G and an isomorphism(7)

xa : F → Ua(F). Recall that a nilpotent set of roots Ψ ⊂ R is a subset such that if a,b ∈ Ψ and a+ b ∈ R,
then a+ b ∈ Ψ as well. For a nilpotent set of the form {a,b}, we write [a,b] = (Na+Nb)∩R and also
]a,b[:= [a,b] \ {a,b}. For each nilpotent pair {a,b}, there exist constants k(a,b;c) that can be computed
explicitly from D with c ∈]a,b[ such that

[xa(s),xb(t)] = ∏
c=ma+nb

c∈]a,b[

xc(k(a,b;c)smtn) for a,b,c ∈ R+. (5.1)

For any nilpotent set Ψ⊂ R, there exists a subgroup UΨ ⊂G equipped with inclusions Ua→ UΨ and such
that: i) UΨ(C) is the unipotent group corresponding to the nilpotent Lie algebra defined by Ψ; and ii) for
any order on Ψ, we have an isomorphism of schemes, ∏a∈Ψ Ua → UΨ. The sets R± are clearly nilpotent,
and we write U := UR+

and U− := UR− for the corresponding ‘positive’ and ‘negative’ unipotent subgroups
of G. Often we drop the + from the positive case.

5.1.3. Some relations. — For each a ∈ R, we define elements in G(F) by the following formulas

wa(s) := xa(s)x−a(−s−1)xa(s) for x ∈ F∗ and ha(s) := wa(s)wa(1)−1 for s ∈ F∗. (5.2)

Note that wa(s)−1 = wa(−s).Write for ẇa := wa(−1). The following relations hold in G(F):

– txa(s)t−1 = xa(t(a)s) for t ∈H(F) = Hom(X ,F∗) and s ∈ F and a ∈Π⊂ X .
– For a ∈Π and t ∈H(F), ẇatẇ−1

a = sa(t) for sa ∈W the simple reflection in W corresponding to a.
– For a ∈Π and z ∈ F∗, we have ha(z) = zǎ, where the latter elements were described in §5.1.1.
– For a ∈Π,b ∈ R and x ∈ F , we have ẇaxb(s)ẇ−1

a = xwa(b)(η(a,b)s) for some η(a,b) =±1 that can be
determined explicitly from D (cf. [74, Lemma 5.1(c)]).

5.1.4. N and the Weyl group. — Denote by by N := 〈wa(s) | a ∈ Π,s ∈ F∗〉 and note the above relations
imply H(F) ⊂ N. Then the map W (A)→ N which sends si 7→ ẇai induces an isomorphism of groups
W → N/H(F). Note that the lifts ẇa satisfy the braid relations (see [94, Proposition 3]) so that for w ∈W
with reduced decomposition w = si1 · · ·sik we may unambiguously define ẇ := ẇai1

· · · ẇaik
∈ G(F). An

explicit set of relations which the generators satisfy is also known (see [93]).

5.1.5. BN-pairs. — Let B be the subgroup generated by U and H. We know that B(F) = U(F)oH(F).
In an analogous way, we may define B− using U−. The tuple (G(F),B(F),N,S) where S := {ẇa,a ∈ Π}
satisfies the condition of a Tits system or BN-pair ([11, Def.1, Chap IV, §2.1]) and hence one has Bruhat
decompositions for the group G(F). We can replace B with B− and obtain a (conjugate) BN-pair.

(7)To define xa, a further choice is needed to fix some signs, and we refer to [95] for more details.
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5.1.6. — Attached to the chosen twist Q as in §3.2.5 and an abelian group A with bilinear Steinberg symbol
(·, ·) : F∗×F∗→A as in §2.0.6, one can construct a universal covering group E fitting into an exact sequence
0→ A→ E

p→ G(F)→ 1. We follow the approach of Matsumoto [74], but adapt the terminology of [21]
where the construction of covers for general reductive groups is given, and review a few aspects of this
construction following [82] which treats the Kac-Moody (but simply-connected) case in this same notation.

5.1.7. The torus H̃. — There exists a subgroup H̃ ⊂ E fitting into a sequence 0→ A→ H̃ → H(F)→ 1.
More concretely, the group H̃ is generated by A and symbols h̃a(s) with a ∈Π and s ∈ F∗ and subject to the
relations that A⊂ H̃ is an abelian subgroup, and that for ǎ,b∨ ∈ Π̌ and s, t ∈ F∗ :

h̃a(s)h̃a(t)h̃a(st)−1 = (s, t)Q(ǎ) and [h̃a(s), h̃b(t)] = (s, t)B(ǎ,b
∨). (5.3)

5.1.8. Some relations in E. — Next, we note that there exists a homomorphism U(F)±→ E which splits
the map p from (5.1.6). Abusing notation slightly, we shall henceforth write xa(s) for a ∈ R and s ∈ F to
mean the corresponding element in E. Define elements w̃a(s) := xa(s)x−a(−s−1)xa(s) ∈ E, and then set
λa := w̃a(−1). The elements λa satisfy the braid relations and p(λa) = ẇa for each a ∈ Π. Moreover, one
has the following relations

– h̃a(s)xb(t)h̃a(s)−1 = xb(s〈ǎ,b〉t),
– w̃a(s)w̃a(−1) = h̃a(s),
– λ−1

a h̃b(s)λ−1
a = h̃b(s)h̃a(s−〈a,b

∨〉),
– λ−1

a xb(s)λa = ẇ−1
a xb(s)ẇa.

5.1.9. Weyl groups. — Define Ñ to be the subgroup generated by H̃ and the elements λa. Then the pair
(Ñ, B̃) where B̃ := H̃ oU(F) satisfies the axioms of a BN-pair. Replacing U(F) with U−(F), we also obtain
the BN-pair (B̃−, Ñ). The Weyl group of Ñ/H̃ is isomorphic to W :=W (I, ·)∼=W (I,◦(Q,n)).

5.2. Structure of p-adic groups and their covers. — Let F be a non-archimedean local field as in §2.0.5
and write G := G(F) (recall the convention in §2.0.1). Let n be a positive integer such that (q,2n) = 1,
µn the group of n-th roots of unity in F (which, by our assumption, is of cardinality n), and write (·, ·) for
the Hilbert n-symbol as in §2.0.6. We call G̃ the central extension of G as in §5.1.6 specialized to these
particular choices, see [82, §6] for more details in the same notation as this paper.

5.2.1. Affine Weyl group. — Recall that we have an isomorphism W → N/H sending si 7→ wai(−1)H for
i ∈ Π. We can extend this to a map from the affine Weyl group ζ : Waff → N/HO as follows: let x ∈Waff

be written as x = wt(λ̌ ), where w ∈W and λ̌ ∈ Q̌ is written as λ̌ = ∑i∈I biǎi with bi ∈ Z; define π λ̌ :=
∏i∈I hai(π

mi) and set ζ (x) = ζ (wt(λ̌ )) = ẇπ λ̌ HO . The map ζ is an isomorphism, and we often write, for
x ∈Waff, ẋ := ẇπ λ̌ .

5.2.2. Compact and Iwahori Subgroups. — Let K = G(O) and let us continue to write ω for the reduction
map G(O)→G(κ). Let us define the Iwahori subgroup I− = ω−1(B−(κ)). The integral torus and unipotent
groups are defined as

HO := H(F)∩K = H(O) and U±O := K∩U±(F) = U(O), (5.4)

where the second equality in each of the above expressions is verified using some simple representation
theory. As U±(O) ⊂ K, we also define, using the map ω : UO → U(κ), the congruence subgroup U±π :=
ω−1(1). One can verify that Uπ is generated by elements xa(s) with a ∈ R+ and s ∈ πO; in fact one has a
unique factorization of any n∈Uπ as n=∏a∈R_+ xa(sa) for some fixed order of R+ and where each sa ∈ πO .
From ([45, Thm 2.5]), we have the Iwahori-Matsumoto decompositions I− =U−O HOUπ . We can also obtain
different (though equivalent) decompositions by permuting the order of the factors in the above. From
[45, Prop. 2.4], we have K = tw∈W I−ẇI−. From [45, Prop 3.2], for x ∈Waff, we have |I− \ I−ẋI−| = q`(x),
and so, with respect to the natural Haar measure on K which is normalized to give I− volume 1, we have

vol(K) = ∑
w∈W

q`(w). (5.5)
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5.2.3. Some p-adic decompositions. — The Iwasawa decomposition for G asserts that G = B−K. We can
refine this further to assert the decomposition into disjoint pieces

G = t
λ̌∈YU−π

λ̌ K. (5.6)

In particular, to each g ∈ G we may write g = kπ λ̌ u with λ̌ ∈ Y uniquely determined from g. Note that k
and u are not unique, since we could replace u with any element from π−λ̌ U(O)π λ̌ . The Cartan decompo-
sition asserts G = t

λ̌∈Y+
Kπ λ̌ K. Combining the Cartan and Iwasawa decomposition with the ones from the

previous paragraph, we obtain what we refer to as the Iwahori-Matsumoto decompositions

G = tx∈WaffI
−ẋI− = tx∈WaffI

−ẋI− = tx∈WaffU
− ẋI−. (5.7)

5.2.4. The group G̃. — As mentioned above, the group G̃ splits over U and U− and we fix a given splitting
as above and continue to adopt the same notation (i.e. xa(s), etc.) for elements in these unipotent groups. We
continue to denote the Weyl group of G̃ by W and write, for a ∈Π, w̃a := λa for the elements as constructed
in §5.1.8. As the λa satisfy the braid relations, we may also define w̃ for any w ∈W in the natural way.

5.2.5. On H̃ and its abelian subgroups. — Fix an ordering on I. As we are in the simply-connected case,
every t ∈ H̃ may be written uniquely (with respect to the fixed order) as t = ζ ∏i∈I h̃ai(si) with si ∈ F∗ and
ζ ∈ µn. For λ̌ ∈ Y, written in terms of the Z-basis {ǎi(i ∈ I)} as λ̌ = ∑i∈I ciǎi, we define the elements in
H̃, π λ̌ := ∏i∈I h̃ai(π

ci). As (π,π) = 1 (see end of §2.0.6) we may use (5.3) to see that the above element
does not depend on the choice of ordering on I. Define H̃O to be the subgroup generated by the elements
hai(s) with s ∈ O∗, i ∈ I. Under the assumption that q ≡ 1 mod 2n, H̃O is in fact an abelian group and
H̃O \ H̃ ' µn×Y.

5.2.6. Iwahori and compact subgroups of G̃. — Recall the subgroups K := G(O) and I− ⊂ K constructed
in §5.2.2. Let Ĩ− ⊂ G̃ be the subgroup generated by the following elements:

ξa(s),s ∈ O,a ∈ R−, ξ−a(t), a ∈ R+, t ∈ πO and h̃ ∈ H̃O . (5.8)

Writing Ĩ−+ := Ĩ∩U and Ĩ−− := Ĩ∩U−, one can show as in [45, Theorem 2.5] that Ĩ− = Ĩ−+ H̃O Ĩ−− . Moreover
one knows [82, Lemma 6.1.3] that the covering map p satisfies p|Ĩ : Ĩ−→ I− is an isomorphism. For this
reason, we continue to write I− in place of Ĩ− and will let context dictate what we mean.

Let K̃ ⊂ G̃ be the subgroup generated by elements ξa(s) with s ∈ O, a ∈ R. For w ∈W , the elements
w̃ constructed earlier lie in K, and one has K̃ =

⊔
w∈W Ĩ w̃ Ĩ. Moreover, p(Ĩ w̃ Ĩ) = I ẇ I. Thus if x ∈ K̃ is

such that p(x) = 1, then x ∈ Ĩ and, from what we said earlier about p|Ĩ we have x = 1, i.e. p : K̃→ K is an
isomorphism. From now on, we just identify K with K̃ using p, and shall drop the notation K̃.

5.2.7. Decompositions of G̃. — Recall the decompositions from §5.2.3 and let us explain the corresponding
versions for G̃ now. The Cartan decomposition for G̃ asserts that G̃ = t

λ̌∈Y+
µnKπ λ̌ K and easily follows

from the corresponding result for G̃. The analogue of the Iwasawa decomposition for G̃ is as follows. Every
g ∈ G̃ can be written as g = u−ak with k ∈ K̃, u− ∈ Ũ , and a ∈ H̃. The class of a ∈ H̃/H̃O is unique in any
such decomposition. For g ∈ G̃ written (non-uniquely) as g = u−ak, we denote the class of a in H̃/H̃O by
IwH̃(g). Use what was said at the end of §5.2.5 to set

ln(g) := ln(IwH̃(g)) ∈ Y and z(g) := z(IwÃ(g)) ∈ µn, (5.9)

so that image of IwÃ(g) in Y ×µn is (ln(g),z(g)).

5.3. Hecke algebras. — We now review an algebraic (as opposed to measure theoretic) framework to as-
sociate convolution Hecke algebras on p-adic groups. We refer to [12, §4] for more details on this approach,
which is equivalent to the usual one.
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5.3.1. Iwahori–Hecke algebras. — For x ∈Waff, let Tx denote the characteristic function of I−ẋI−. Let
H(G, I−) denote the space of Z- linear combinations of the form ∑x∈Waff

nxTx with almost all nx = 0. Equiv-
alently, we are looking at Z-valued, compactly supported I−-binvariant functions on G. This Z-module
is equipped with the structure of an associative, unital algebra under convolution defined as follows. For
x,y ∈Waff, let mx,y : I−ẋI−×I− I−ẏI−→ G and define (see [45, p. 44])

Tx ?Ty := ∑
z∈Waff

nzTz, where nz := |m−1(ż)|= |I− \ I−ẋ−1I−z∩ I−ẏI−|. (5.10)

Theorem. — [45, Theorem 3.5] Writing Haff for the affine Hecke algebra attached to (I, ·,D) (see §3.5), the
map Haff→ Z[q±1/2]⊗H(G, I−) sending Tsi 7→ Tsi for i ∈ Iaff is an isomorphism of algebras when τ 7→ q1/2.

Using this result, we construct elements in H(G, I−) that we again denote (by abuse of notation) as Hw and
Y

λ̌
for w ∈W, λ̌ ∈ Y which correspond to similarly named elements in Haff.

5.3.2. Spherical Hecke algebra. — The spherical Hecke algebra H(G,K) consists of finite linear combi-
nations of the characteristic functions h

λ̌
, λ̌ ∈ Y+ of the double cosets Kπ λ̌ K and multiplication defined as

follows: for λ̌ , µ̌ ∈ Y+ and m : Kπ λ̌ K×K Kπ µ̌K→ G, we set

h
λ̌
?hµ̌ = ∑

η̌∈Y+

|m−1(π η̌)|hη̌ = ∑
η̌∈Y+

|K \Kπ
−λ̌ Kπ

η̌ ∩Kπ
µ̌K|hη̌ . (5.11)

Justifying the abuse of notation (since hµ̌ were already defined in §3.5.3), we have the following result.

Theorem. — The map from the spherical subalgebra Hsph := ε Haffε ⊂Haff to Z[q±1/2]⊗H(G,K) sending
ε Yµ̌ε to hµ̌ for µ̌ ∈ Y+ is an isomorphism of algebras when τ 7→ q1/2.

5.3.3. Relating H(G, I−) and H(G,K). — To relate H(G, I−) with H(G,K) we need to take into account
the fact that convolution in the spherical Hecke algebra is with respect to a measure which assigns K volume
1, whereas in H(G, I−), the convolution is with respect to a measure that assigns I− volume 1. Recalling
equation (5.5), let eK := 1K

vol(K) where 1K is the characteristic function on G of the subgroup K. One may
define a left and right convolution of H(G, I−) with the function eK which then produces an element in
H(G,K), and we find that the map H(G, I−)→H(G,K), f 7→ eK ? f ?eK fits into the commutative diagram

H(G, I−) H(G,K)

Haff Hsph

eK? ·?eK

∼= ∼=

ε · ·ε

(5.12)

where the bottom row is the map h 7→ εhε,h∈Haff and the vertical maps are from Theorems 5.3.1 and 5.3.2.

5.3.4. ε-genuine functions. — Recall that µn⊂F is assumed to have cardinality n. Fix a faithful embedding
ε : µn ↪→ C∗ which we use to define the Gauss sums as in §2.0.8. A function f : G̃→ C is ε-genuine if

f (ζ g) = ε(ζ ) f (g) for g ∈ G̃,ζ ∈ µn. (5.13)

Let Cε(G̃) denote the space of compactly supported ε-genuine functions on f : G̃→ C.

5.3.5. Metaplectic spherical Hecke algebra. — Define the spherical Hecke algebra

H(G̃,K) := { f ∈ Cε(G̃) | f (k1gk2) = f (g) for k1,k2 ∈ K}. (5.14)

The Cartan decomposition of G̃ (see §5.2.7) ensures that the functions, defined for λ̌ ∈ Y+, by setting

h̃
λ̌
(x) =

{
ε(z(x)) if x ∈ µnKπ λ̌ K,

0 otherwise,
(5.15)
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span the C-vector space Hε(G̃,K). In fact, one can also verify that h̃
λ̌

if well-defined only if λ̌ ∈ Ỹ since if

λ̌ /∈ Ỹ there exists hO ∈ H̃O such that [hO ,π
λ̌ ] 6= 1. The collection {h̃

λ̌
}

λ̌∈Ỹ+
forms a basis of H(G̃,K) as a

vector space. The vector space H(G̃,K) is also equipped with a convolution structure, which is defined by
considering the multiplication map m

λ̌ ,ν̌ : µnKπ λ̌ K×K Kπ ν̌K→ G̃. For µ̌ ∈ Ỹ+ and x ∈ m−1
λ̌ ,ν̌

(π µ̌), written

as x = (a,b) with a ∈ µn ,Kπ λ̌ K and b ∈ Kπ ν̌K, we set, in the terminology of §5.2.7, z(x) := z(a) ∈ µn as
it only depends on x. Then we define the convolution product as

h̃
λ̌
? h̃ν̌ = ∑

µ̌∈Y
h̃µ̌

 ∑
x∈m−1

λ̌ ,ν̌
(π µ̌ )

ε(z(x))

 . (5.16)

The metaplectic Satake isomorphism (see [86, 87], [77, §11]) gives an isomorphism of algebras

S̃ : H(G̃,K)
∼−→ C[Ỹ ]W ∼= K0

(
Rep(Ǧ(Q,n)(C))

)
, (5.17)

where Ǧ(Q,n)(C) is the complex group attached to D̃∨ :=
(
D(Q,n)

)∨
. So, for each λ̌ ∈ Ỹ+, we can define

elements c̃
λ̌
∈H(G̃,K) such that S̃(c̃

λ̌
) = χ

λ̌
, i.e. c̃

λ̌
corresponds to the class of the representation V

λ̌
of

highest weight λ̌ of the group Ǧ(Q,n)(C). For λ̌ , µ̌, ζ̌ ∈ Ỹ+, we have the multiplication rule

c̃
λ̌
? c̃µ̌ = ∑

ζ̌∈Ỹ+

dimHomǦ(Q,n)(C)(Vλ̌
⊗Vµ̌ ,Vζ̌

) c̃
ζ̌
. (5.18)

5.3.6. Metaplectic Iwahori–Hecke algebras. — We define H(G̃, I−) to be the space of functions f ∈Cε(G̃)
which are also I− bi-invariant. It has a convolution structure that can be defined starting from the multiplica-
tion map mx,y : I−ẋI−×I− I−ẏI−G̃ and using a procedure as in §5.3.1, but taking into account the ε-genuine
condition as in the previous paragraph. As an algebra, the structure of this Hecke algebra was first described
by Savin in [86], [87, §6]. In our notation, his results state

H(G̃, I−)∼= C⊗Zτ
H̃aff := C⊗Zτ

Haff(I,◦(Q,n),D̃)∼= HW ⊗C[Ỹ ], (5.19)

where the map Zτ → C sends τ 7→ q−1/2. We shall write Y
λ̌
, λ̌ ∈ Ỹ and Hw,Tw,w ∈W for the elements in

H(G̃, I−) corresponding to similarly named elements in H̃aff. To relate H(G̃, I−) and H(G̃,K) one has a
diagram analogous to (5.12), where we note that eK is again defined as 1K/vol(K) where vol(K) stays the
same in the metaplectic context.

6. Spherical and Iwahori–Whittaker functions on covers of p-adic groups

Fix the same conventions as at the start of Part II and notations as in §5.2-5.3.

6.1. Whittaker spaces for covering groups. —

6.1.1. Character of unipotents. — Fix an additive character ψ : F→ C∗ as in §2.0.7. For a ∈Π, using the
chosen isomorphism xa : F→ Ua(F),s 7→ xa(s), we regard ψ first as a character of Ua := Ua(F), and then,
via the isomorphism U→U/[U,U ]∼=⊕a∈ΠUa, as a character, to be denoted by the same name, ψ : U→C∗.
One can easily verify that ψ|U(O) is trivial, and ψ|U(π−1O) is non-trivial. As we identify the unipotent group
U with its preimage in the cover G̃, we can regard ψ as a character of U ⊂ G̃ as well.

6.1.2. Spherical Whittaker space Wψ(G̃,K). — An ε-genuine function f : G̃→ C is said to be (U,ψ)

left invariant if f (ug) = ψ(u) f (g) for any u ∈U and g ∈ G. Denote by Wψ(G̃,K) the space of ε-genuine
functions on G̃ which are right K-invariant, left (U,ψ)-invariant and supported on a finite union of sets
of the form µnUπ µ̌K with µ̌ ∈ Y. For f ∈Wψ(G̃,K), if we define Supp( f ) ⊂ Y as the set of µ̌ ∈ Y such
that f (π µ̌) 6= 0, then one can show that Supp( f ) ⊂ Y+ for any f ∈ Wψ(G̃,K). For µ̌ ∈ Y , we define
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J̃µ̌ ∈Wψ(G̃,K) to be the unique ε-genuine function that takes value 1 on π µ̌ and is 0 outside of µnUπ µ̌ K̃.

Using the Iwasawa decomposition from §5.2.7, one shows that the set {J̃µ̌}µ̌∈Y+ is a basis of Wψ(G̃,K).

6.1.3. Convolution action of H(G̃,K) on Wψ(G̃,K). — One has a right convolution action, denoted again
by ?, of H(G̃,K) on the space Wψ(G̃,K). Let us recall here the definition of J̃µ̌ ?h

λ̌
with µ̌ ∈ Y+, λ̌ ∈ Ỹ+.

As we observed earlier, the support of such a function is a linear combination of J̃
ζ̌

with ζ̌ ∈ Y+. For such

a ζ̌ ∈ Y+, consider the multiplication map m
µ̌,λ̌ : µnUπ µ̌K×K Kπ λ̌ K → G̃ and let (a,b) ∈ m−1

µ̌,λ̌
(π ζ̌ ) with

a ∈ µnUπ µ̌K and b ∈ Kπ λ̌ K. Suppose we write a = ωuπ µ̌k for ω ∈ µn,u ∈ U,k ∈ K. Write ω = z(x)
as one sees easily that it depends only on x. On the other hand, u is not well-defined as we can replace it
by uu1 with π−µ̌u1π µ̌ ∈ K, i.e. n1 ∈ π µ̌UOπ−µ̌ . However, since µ̌ ∈ Y+ and ψ is trivial on UO , we have
ψ(uu1) =ψ(u)ψ(u1) =ψ(n). In sum, if for any x= (a,b)∈m−1

µ̌,λ̌
(π ζ̌ ) where a= z(x)uπ µ̌k we set n(x) = u,

then ψ(n(x)) only depends on x. Using this notation, we define

J̃µ̌ ?K h̃
λ̌

:= ∑
ζ̌∈Y+

q〈ρ,ζ̌ 〉

 ∑
x∈m−1

µ̌,λ̌
(π ζ̌ )

ε(z(x))ψ(n(x))

 J
ζ̌
, (6.1)

where we note that ζ̌ ≤ λ̌ + µ̌ in order for bλ̌

µ̌
(ζ̌ ) := q〈ρ,ζ̌ 〉

(
∑x∈m−1

µ̌,λ̌
(π ζ̌ )

ψ(x)ε(z(x))
)
6= 0.

Remark. — Let du be the usual Haar measure on U which assigns U(O) volume 1. Then we can also write

bλ̌

µ̌
(ζ̌ ) = q〈ρ,ζ̌ 〉

∫
U

ψ(u)h
λ̌
(π−µ̌+ζ̌ u)du. (6.2)

6.1.4. Iwahori–Whittaker spaces. — We define Wψ(G̃, I−) by replacing K with I− in the definitions given
in §6.1.2. In light of the Iwahori-Matsumoto decomposition (5.7), we may regard functions in Wψ(G̃, I−)
as (U,ψ)-left invariant, right I−-invariant, ε-genuine functions which are supported on a finite union of sets
of the form µnU ẋI− with x ∈Waff :=Waff(I, ·,D). For each x ∈Waff, let vI−

ψ,x denote the unique function (if
it exists) in Wψ(G̃, I−) which is supported on the subset µnUẋI−, and taking the value 1 on ẋ. If x = t(µ̌)

with µ̌ ∈ Y , we shall just write vI−
ψ,µ̌ in place vI−

ψ,t(µ̌) from now on. Note that vI−
ψ,x with x ∈Waff is only

well-defined when ψ |xI−x−1∩U= 1. The vector space Wψ(G̃, I−) carries a right action, denoted again by ?,
under convolution by H(G̃, I−). One can define its action in a similar manner to the one in which we defined
the action of H(G̃,K) on Wψ(G̃,K) (note that the modular character does not appear though).

6.1.5. Averaging operator Avgen
U− . — Define the operator Avgen

U− : Wψ(G̃, I−)→ C[Y ] by linearly extending
the following procedure. For x ∈Waff , let f = vI−

ψ,x. Note that f is only well-defined if ψxI−x−1∩U = 1.
Using the map m = mx : µnUẋI−× I−U−→ G̃, for z ∈ G̃ and y = (a,b) ∈ m−1(z) with a = z(y)uxi for

z(y) ∈ µn,u ∈U, and i ∈ I−, we may set ψ(y) = ψ(u). By our assumption on x, ψ(y) is well-defined. Set

Avgen
U−(v

I−
ψ,x) = ∑

µ̌∈Y

 ∑
y∈m−1

x (π µ̌ )

ε(z(y))ψ(y)

Yµ̌ q〈ρ,µ̌〉. (6.3)

For example, since Uπ λ̌ I−∩U−π λ̌ I− = π λ̌ I− we have

Avgen
U−(q

−〈ρ,λ̌ 〉vI−

ψ,λ̌
) = Y

λ̌
for λ̌ ∈ Y+. (6.4)

Remark. — In the usual integral notation, one writes

Avgen
U−( f ) = ∑

ζ̌∈Y

q〈ρ,ζ̌ 〉
(∫

U−
f (π ζ̌ u−)du−

)
Y

ζ̌
, (6.5)
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where du− is the Haar measure normalized so that U−(O) = K∩U− has total volume 1.

6.1.6. — We shall need the following result which can be deduced using the same arguments as in [24].

Proposition. — The map Avgen
U− induces an isomorphism of vector spaces

Avgen
U− : Wψ(G̃, I−)

∼=−→ C[Y ], (6.6)

which satisfies the following equivariance condition:

Avgen
U−(w?Y

λ̌
) = Avgen

U−(w)Yλ̌
for w ∈Wψ(G̃, I−), λ̌ ∈ Ỹ , (6.7)

where the action on the right hand side is just by multiplication in the group algebra.

One can prove the Proposition in a different manner than that suggested in op. cit., proceeding as follows:

– We may write Avgen
U−(v

I−
ψ,x) = ∑µ̌∈Sx cµ̌Yµ̌ with cµ̌ ∈ C and Sx := {µ̌ ∈ Y | µnUẋI−∩µnU−π µ̌ I− 6= /0}.

One may introduce a natural order on Y such that Avgen
U− is upper triangular with non-zero diagonal

coefficients. This suffices to prove that the map is an isomorphism.
– To prove the equivariance, one uses that Y

λ̌
?1µnIU− = 1

µnI−π λ̌U− for λ̌ ∈ Ỹ , where for any ν̌ ∈ Ỹ , we

write 1µnI− π ν̌U− ∈Cε(G) to be the unique function supported on µnI−π ν̌U− and taking value 1 on π ν̌ .

6.2. Structure of the Iwahori–Whittaker space Wψ(G̃, I−). — Recall that we constructed an action of
H̃aff on V = Zτ,g[Y ] in §4.2 by means of the operators T̃si for i ∈ I, see §4.1. Using the p-adic specialization
map p : Zτ,g→C defined as in 2.0.11 and the isomorphism C⊗ZH(G̃, I−)∼=C⊗Zτ

H̃aff, we obtain an action
of H(G̃, I−) on C[Y ] = C⊗Zτ,g Zτ,g[Y ].

6.2.1. — Let Ỹ
λ̌
∈Wψ(G̃, I−) be defined uniquely through the relation

Avgen
U−(Ỹλ̌

) = Y
λ̌

for any λ̌ ∈ Y. (6.8)

Proposition. — For any simple root a ∈Π and λ̌ ∈ Y, we have

Avgen
U−(Ỹλ̌

? T̃a) = Y
λ̌
· T̃a. (6.9)

Hence we have an isomorphism of C-vector spaces that we denote as

p : C⊗Zτ,g V
'−→Wψ(G̃, I−) (6.10)

sending Y
λ̌
7→ Ỹ

λ̌
and intertwining the actions of H̃aff and H(G̃, I−).

6.2.2. Proof of Proposition 6.2.1, part 1. — Suppose that λ̌ ∈Y+ and consider the element vI−

ψ,λ̌
constructed

above which we showed satisfies Avgen
U−(q

−〈ρ,λ̌ 〉vI−

λ̌
) = Y

λ̌
. Hence Ỹ

λ̌
= q−〈ρ,λ̌ 〉vI−

ψ,λ̌
for λ̌ ∈ Y+. We claim

Avgen
U−(q

−〈ρ,λ̌ 〉vI−

λ̌
? T̃sa) = Y

λ̌
· T̃a when λ̌ ∈ Y+ (6.11)

follows from the arguments in [81, §5.7]. Since the setup in op. cit. is a bit different than the present context
(in particular what we write as T̃si here is T̃−1

si
in op. cit.), let us sketch the key ideas in the computation

here. First, to determine the support of Avgen
U−(v

I−

λ̌
? T̃sa), we need to determine for which µ̌ ∈ Y

/0 6= µnUπ
λ̌ I−w̃aI−U−∩ µnUπ

µ̌U− = µnUπ
λ̌Uπ U−a,O w̃aU−∩µnUπ

µ̌U−, (6.12)

where we have used the dominance of λ̌ and the Iwahori–Matsumoto factorization to obtain the equality in
the last line. Apply [81, (5.24), (5.25)] or using the relations described in §5.1.8, for x−a(s) ∈U−a(O) with
s−1 = π−kr,r ∈ O∗ and k ≥ 0, we may write

x−a(s) = xa(s−1)ha(s−1)w̃axa(s−1), where ha(s−1) = ha(r)π−kǎ(r,π)kQ(ǎ). (6.13)
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Defining Ψ(x−a(s)) = ε
(
(r,π)kQ(ǎ)

)
, one finds then that Avgen

U−(q
−〈ρ,λ̌ 〉vI−

λ̌
? T̃sa) is computed as the sum

∑
k≥0

q〈ρ,λ̌−µ̌〉Y
λ̌−kǎ

∫
U−a[k]

ψ(π λ̌ u−aπ
λ̌ )Ψ(x−a(s))du−a[k], (6.14)

where du−a[k] is the restriction of the measure on U−a giving U−a(O) total volume 1. Note that non-zero
summands in the above expression may arise only for Y

ζ̌
when ζ̌ ∈ {λ̌ , λ̌ − ã∨, . . . , λ̌ −k0ã∨, λ̌ •wa}, where

k0 is the largest positive integer such that k0ã∨ ≤ 〈λ̌ ,a〉. We leave the rest of the computation to the reader
as it follows from the same ideas at the end of [81, §5.7].

6.2.3. Proof of Proposition 6.2.1, part 2. — Recalling the definition of A
•
−,n from (3.67), we choose λ̌ =

η̌ •W for some η̌ ∈A
•
−,n. As we observed earlier, this forces

−n(ǎi)< 〈λ̌ + ρ̌,ai〉< n(ǎi) for all i ∈ I, (6.15)

and one notes that verifying the Proposition for these λ̌ is equivalent (see Lemma 4.1.2(2)) to verifying :

Ỹ
λ̌
· T̃si =


g〈λ̌+ρ̌,ai〉Q(ǎi)

Ỹ
λ̌•si

if −n(ǎi)< 〈λ̌ + ρ̌,ai〉< 0,

g〈λ̌+ρ̌,ai〉Q(ǎi)
Ỹ

λ̌•si
+(q−1)Ỹ

λ̌
if 0 < 〈λ̌ + ρ̌,ai〉< n(ǎi),

−Ỹ
λ̌

if 〈λ̌ + ρ̌,ai〉= 0.

(6.16)

Indeed, we may just apply the isomorphism Avgen
U− to such relations and bear in mind that Ỹ

λ̌
7→ Y

λ̌
under

Avgen
U− . Now the second case above follows since λ̌ ∈Y+, so we may apply part (1) and the general formulas

for T̃si action. Assume then that λ̌ is as in the first case, and let us show the equivalent statement that
g−1
〈λ̌+ρ̌,ai〉Q(ǎi)

Ỹ
λ̌
= Ỹ

λ̌•si
· T̃−1

si
. Since

Avgen
U−(Ỹλ̌•si

· T̃−1
si

) = q Avgen
U−(Ỹλ̌•si

· T̃si)+(q−1)Avgen
U−(Ỹλ̌•si

), (6.17)

and 〈λ̌ • si,ai〉 ≥ 0 by our assumption on λ̌ , the right hand side of the above can be computed explicitly
using part (1) and the desired result follows. The third case is proven similarly. The Proposition is thus
proven for all λ̌ ∈A

•
−,n •W .

6.2.4. Proof of Proposition 6.2.1, part 3. — Observe that for ζ̌ ∈ Ỹ , Proposition 6.1.6 gives

Ỹ
λ̌
Y

ζ̌
= Ỹ

λ̌+ζ̌
for λ̌ ∈A

•
−,n •W, ζ̌ ∈ Ỹ . (6.18)

As every µ̌ ∈ Y is of the form µ̌ = λ̌ + ζ̌ with ζ̌ ∈ Ỹ and λ̌ ∈A
•
−,n •W , it sufices to show that

Avgen
U−(Ỹλ̌+ζ̌

? T̃a) = Y
λ̌+ζ̌
· T̃a for a ∈Π, λ̌ ∈A

•
−,n •W, ζ̌ ∈ Ỹ . (6.19)

Using Proposition 6.1.6 we may compute

Avgen
U−(Ỹλ̌+ζ̌

? T̃a) = Avgen
U−(Ỹλ̌

?Y
ζ̌
· T̃a) = Avgen

U−(Ỹλ̌
? T̃aYwaζ̌

)+(q−1) Avgen
U−(Ỹλ̌

)?
Ywaζ̌
−Y

ζ̌

1−Y−ǎ
(6.20)

= Avgen
U−(Ỹλ̌

? T̃a)Ywaζ̌
+(q−1) Avgen

U−(Ỹλ̌
)?

Ywaζ̌
−Y

ζ̌

1−Y−ǎ
. (6.21)

The terms on the right hand side are all computed from part (2), so (6.19) can be easily verified.

6.2.5. A decomposition of Wψ(G̃, I−). — For η̌ ∈A
•
−,n, define the H(G̃, I−)-module

Wψ(G̃, I−)(η̌) := SpanC{ Ỹη̌ ?h | h ∈ H(G̃, I−)}. (6.22)

From the previous Proposition and the results of Section 4, we obtain the following.
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Proposition. — For η̌ ∈A
•
−,n, the map p from Proposition 6.2.1 restricts to an isomorphism

C⊗Zτ,g V(η̌)
'−→Wψ(G̃, I−)(η̌) (6.23)

and hence by Proposition 4.2.2 we have a decomposition into H(G̃, I−)-submodules

Wψ(G̃, I−) :=⊕
η̌∈A•−,n

Wψ(G̃, I−)(η̌). (6.24)

6.3. Structure of the spherical Whittaker space Wψ(G̃,K). —

6.3.1. Action of H(G̃,K) on Wψ(G̃,K). — Let Vsph be H̃sph-module introduced in §4.3.3. The map p :
C⊗Zτ,g V−→Wψ(G̃, I−) from the Proposition 6.2.1 descends to a map that we denote as

pK : C⊗Zτ,g Vsph −→Wψ(G̃,K). (6.25)

Recall the diagram in (5.12) and the remarks at the end of §5.3.6 which explain the relation between the
element eK ∈H(G̃, I−) and ε ∈ H̃aff. The natural right convolution maps ·? eK : Wψ(G̃, I−)→Wψ(G̃,K).

Proposition. — The following diagram

Wψ(G̃, I−) Wψ(G̃,K)

C⊗Zτ,g V C⊗Zτ,g Vsph

·?eK

∼=p

·ε

∼= pK
which sends

Ỹ
λ̌

J̃
λ̌

Y
λ̌

[Y
λ̌
]

for λ̌ ∈ Y

is commutative. The vertical maps in the left diagram are isomorphisms that intertwine the actions of the
corresponding Hecke algebras: H(G̃, I−)' H̃aff on the left and H(G̃,K)' H̃sph on the right.

We may define the H(G̃,K)-submodules

Wψ(G̃,K)(η̌) :=Wψ(G̃, I−)(η̌)? eK , (6.26)

for η̌ ∈A
•
−,n and by the Proposition above we have that pK restricts to an isomorphism

pK : C⊗Zτ,g Vsph(η̌)−→Wψ(G̃,K)(η̌) (6.27)

which intertwines the H(G̃,K)' H̃sph-actions. We can reformulate this using (4.56) as follows

Corollary. — One has the following decomposition of Wψ(G̃,K) into H(G̃,K)-modules:

Wψ(G̃,K)'⊕
η̌∈A•−,n

Wψ(G̃,K)(η̌). (6.28)

For λ̌ ∈ Y+, define the natural bases L̃
λ̌

and T̃
λ̌

in Wψ(G̃,K) which correspond under the isomorphism pK

to the bases [G−
λ̌
] and [G

λ̌
] of C⊗Zτ,g Vsph(η̌), respectively. We call these the canonical bases of Wψ(G̃,K).

6.3.2. Metaplectic geometric Casselman–Shalika formulas. — Using Proposition 6.3.1 and the remarks in
the previous paragraph, we can import the structures studied in Part I and especially in §4 to the study of
Wψ(G̃,K). The results in §4.4.2 and §4.4.3 produce the following geometric Casselman–Shalika formulas
for the ‘p-adic basis’ J̃

λ̌
and the canonical bases L̃

λ̌
and T̃

λ̌
of Wψ(G̃,K), respectively.

Theorem. — 1. Suppose µ̌ ∈ Y+ and λ̌ ∈ Ỹ+. Writing gQζ̌

µ̌,λ̌
:= p(gQζ̌

µ̌,λ̌
) for the p-adic specializations

of the g-twisted Littlewood-Richardson coefficients defined in (4.68), we have

J̃µ̌ ? c̃
λ̌
= ∑

ζ̌∈Y+

gQζ̌

µ̌,λ̌
[Y

ζ̌
]. (6.29)

2. If λ̌0 ∈�(Q,n) and ζ̌ ∈ Ỹ+, then we have

L̃
λ̌0
? c̃

ζ̌
= L̃

λ̌0+ζ̌
. (6.30)
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3. If λ̌0 ∈�(Q,n) and ζ̌ ∈ Ỹ+, then writing λ̌
†
0 := λ̌0 ·w0 +2(ρ̃∨− ρ̌) we have

T̃
λ̌

†
0
? c̃

ζ̌
= T̃

λ̌
†
0 +ζ̌

. (6.31)

Remark. — Note that the second and third parts, together with the well-known structure coefficients for
c̃µ̌ ∈H(G̃,K) (see (5.18)), determine the action of c̃µ̌ on the basis L̃

λ̌
and T̃

λ̌
as explained in (1.7) of §1.0.1.

PART III
INTERPRETATION VIA QUANTUM GROUPS AT ROOTS OF UNITY AND APPLICATIONS

7. Quantum groups at a root of unity

After introducing in §7.1-7.3 quantum groups and their specializations (following Lusztig [68, 71]), we
collect several results from the representation theory of these objects. We are working with Lusztig’s dotted
version of the quantum group and its root of unity and quasi-classical specializations, though we could have
as well worked with the undotted versions of these objects as their representations theories are the same.
The main results needed to connect the quantum setting to the p-adic ones are contained in §7.5.

Fix throughout (I, ·,D) a root datum written as D = (Y,{ǎi},X ,{ai}) with Cartan matix A = (ai j)

attached to (I, ·). Let u be a formal variable and, for each i ∈ I, set ui := u
i·i
2 . These elements lie in the ring

Zu := Z[u,u−1]. Throughout this section we shall consider commutative, unital rings A equipped with a ring
homomorphisms φ : Zu→ A. We shall need to impose stricter conditions on D in §7.5 as we will explain at
the start of that subsection.

7.1. Algebras attached to root datum. —

7.1.1. The algebra f. — Attached to the Cartan datum (I, ·) with Cartan matrix A= (ai j), we construct f :=
f(I, ·) the associative Q(u)-algebra with unit defined as in [71, §1.2.5]. It is a deformation of the enveloping
algebra of the ‘positive’ half of g, and defined as the unital algebra generated by elements θi (i ∈ I) subject
to the quantum Serre relations: for i, j ∈ I, with i 6= j

∑
p,p′∈N;p+p′=1−ai j

(−1)p′ (
θ

p
i /[p]

!
i
)

θ j

(
θ

p′
i /[p′]!i

)
= 0 where [p]!i =

p

∏
s=1

us
i −u−s

i

ui−u−1
i

. (7.1)

The algebra f has a decomposition f = ⊕µ∈Z[I]fµ where fµ is the vector space spanned by words in θi in
which the number of appearances of θi is given by the coefficient of i in µ .

7.1.2. Zu-forms for f. — For each i ∈ I,n ∈ Z, we define the divided power θi
(n) := θ n

i /[n]
!
i if n ≥ 0 and

θi
(n) = 0 otherwise. Defining fZu to be the unital subalgebra of f generated by θi

(n) for all i ∈ I,n ∈ Z, we
have

fZu =⊕µ∈Z[I]fµ,Zu where fµ,Zu = fµ ∩ fZu . (7.2)

For any Zu→ A as above, we set fA := A⊗Zu fZu and note again that

fA =⊕µ∈Z[I]fµ,A where fµ,A = A⊗Zu fµ,Zu . (7.3)

7.1.3. The quantum group U̇A(D). — Let U̇A(D) be the A-algebra generated by symbols x+1ζ y−,x−1ζ y
where x ∈ fµ,A,y ∈ fµ ′,A for µ,µ ′ ∈ Z[I] and ζ ∈ X and subject to the relations described in [71, §31.1.3].
Note that these relations depend on the root datum D, not just on the Cartan datum (I, ·). We also record
here that the A-linear maps

fA⊗A Zτ [X ]⊗A fA→ U̇A(D) , x⊗Xλ ⊗ y 7→ x+1λ y− (7.4)
fA⊗A Zτ [X ]⊗A fA→ U̇A(D) , x⊗Xλ ⊗ y 7→ x−1λ y+ (7.5)
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are isomorphisms of A-modules and hence we have U̇A(D) = A⊗Zu U̇Zu . Note that U̇A does not have a
unit, but instead a family of elements (1λ )λ∈X such that 1λ 1λ ′ = δλ ,λ ′ . These give a decomposition U̇A =

∑λ ,λ ′ 1λ U̇A1λ ′ . If A = Q(u), we often drop it from our notation and just write U̇ in this case; the natural map
Zu ⊂ Q(u) allows us to view U̇A ⊂ U̇ as an Zu-subalgebra, or, what we might call a Zu-lattice.

7.1.4. Module categories. — Let CA(D) denote the category whose objects U̇A(D)-modules M which are

– unital in the sense that for any z ∈M, we have 1λ z = 0 for almost all λ ∈ X and ∑λ∈X 1λ z = z,
– finitely generated when regarded as an A-module.

Objects M ∈ CA(D) can be decomposed as M = ⊕λ∈X Mλ where Mλ = 1λ M. One can equip CA(D) with
the structure of a monoidal tensor category (see [68, §1.6]) with product denoted ⊗A. If A = Q(u), we drop
it from our notation and just write C(D) in this case. An object M ∈ CA(D) is said to be a highest weight
module with highest weight λ ∈ X , see [71, §31.3] if there exists a vector m ∈Mλ such that

– setting Ei
(n) := ∑ζ∈X(θi

(n))+1ζ , we have Ei
(n)m = 0 for all i and n > 0;

– M = {x−m | x ∈ fA};
– Mλ is a free A-module of rank one with generator m.

We define a module M to be integrable if for every m ∈M and i ∈ I, there exists an n0 such that E(n0)
i m =

F(n0)
i m = 0 (see [71, §31.2.4]). For a field F , let Rep(U̇F(D)) be the full subcategory of CA(D) consisting

of integrable highest weight (unital) modules M whose weight spaces M
λ̌

are finite-dimensional F-vector
spaces. For such modules we can define their character

χM := ∑
λ∈X

(dimF Mλ ) Xλ ∈ F [X ]. (7.6)

7.1.5. Standard or Weyl modules Λλ . — For λ ∈ X+, define the f-modules Tλ = ∑i fθ 〈ǎi,λ 〉+1
i and define

Λλ = f/Tλ . Letting ηλ = 1+Tλ , we may regard Λλ as an element in C(D) see [71, 6.3.4, 23.1.4] in which

(θ+
i 1λ ′)ηλ = 0, i ∈ I,λ ′ ∈ X and (x−1λ ′)ηλ = δλ ,λ ′x+ s, where s ∈ Tλ for x ∈ f,λ ′ ∈ X . (7.7)

We also write, given any Zu-algebra Zu→ A,

Λλ ,Zu := U̇Zu(D)ηλ and Λλ ,A := A⊗Zu Λλ ,A . (7.8)

One knows that Λλ ,Zu is an Zu-lattice in Λλ and Λλ ,A ∈ CA(D). These are called the standard modules.
Over a field F , Λλ ,k ∈ Rep(U̇F(D)) and their characters can be computed using the Weyl character formula.

7.1.6. Irreducible modules. — Again we work over a field F . The structure of irreducible highest weight
modules in Rep(U̇F(D)) is similar to that for ordinary Lie algebras, see [71, Prop. 31.3.2]: for each λ ∈ X+

there is a simple object in Rep(U̇F(D)) which is a highest weight module with highest weight λ . We
denote this obect as Lλ ,F (or just Lλ if F is implicitly understood). One know that Lλ ,F and Lλ ′,F are not
isomorphic if λ ,λ ′ ∈ X are distinct. Moreover, if M is any highest weight module with highest weight
module with highest weight λ , then M has a unique maximal subobject whose corresponding quotient is
isomorphic to Lλ ,F .

7.2. Classical and quasi-classical specializations. —

7.2.1. Classical and quasi-classical specializations. — Let φ : Zu→ A be a Zu- algebra such that φ(ui) =
±1 for all i ∈ I. In this case U̇A will be called a quasi-classical specialization of U̇Zu . If φ(u) = 1, then we
say that U̇A is a classical specialization of U̇Zu . We would like to describe the categories CA(D) when A is
taken to be one of these two specializations. As it turns out if φ : Zu→ A is a quasi-classical specialization,
and we write A0 = A for a copy of A and define φ0 : Zu→ A0 to be the unique map such that φ(u) = 1, then
from [71, Prop. 33.2.3], there is a unique isomorphism of Zu-algebras

U̇A0(D)
∼=→ U̇A(D), and hence CA0(D)∼= CA(D). (7.9)
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Not only do the representation categories under classical and quasi-classical specializations agree, but from
the construction in op. cit. it follows that if M0 ∈ CA0(D) corresponds to M ∈ CA(D) under this equivalence,
then it also follows that M0,λ

∼= Mλ for each λ ∈ X .

7.2.2. Classical enveloping algebras attached to root datum. — Following [68, §5.1], define UQ(D) be the
Q-algebra with unit generated by symbols x+,x− with x ∈ fQ and y,y ∈ Y subject to the relations:

– the maps fQ→ UQ(D),x 7→ x± are Q-algebra homomorphisms preserving 1,
– the map Y → UQ,y 7→ y is Z-linear,
– yy′ = yy′ for y,y′ ∈ Y ,
– yθ

±
i = θ

±
i (y±〈y,ai〉) for y ∈ Y, i ∈ I,

– θ
+
i θ
−
j θ
−
j θ

+
i = δi, jǎi for i, j ∈ I.

This is a generalization of the usual universal enveloping algebra (attached to a semisimple algebra), and
will be called the universal enveloping algebra attached to a root datum. One may equip it with a Hopf
algebra structure as in op. cit.

7.2.3. Kostant type forms. — Let UZ(D) be the subring of UQ(D) generated by the elements(y
k

)
:=

1
k!

yy−1 · · · y− k+1 for y ∈ Y,k ∈ N

as well as
(

θi
(m)
)±

for i ∈ I,m ∈ N. It is a Z-lattice in UQ(D) which is the analogue of Kostant’s Z-form
see [60], which it agrees with when D is of adjoint type (we eventually need to restrict to this case due to
existing limitations in the literature).

7.2.4. — Let C′Q(D) denote the category of unital UQ(D)-modules M with vector space decompositions

M =⊕λ∈X Mλ where we set Mλ = {z ∈M | yz = 〈y,λ 〉z for any y ∈ Y}. (7.10)

The algebra form §7.1.3 attached to the map φ : Zu→ Q,u 7→ 1 will be denoted U̇Q(D) and its category of
unital modules written CQ(D). From [68, §5.4], one has an equivalence of categories

CQ(D)
∼=→ C′Q(D). (7.11)

These categories are semisimple with the simple objects Vλ := Λλ ,Q,λ ∈ X+ introduced above. Letting GD

denote the algebraic group attached to the root datum D, it then also follows from [68] that there is an
equivalence to the the category of finite-dimensional representations of GD(C), i.e.

Rep(U̇C(D))' Rep(GD(C)). (7.12)

7.3. Quantum groups at roots of unity. —

7.3.1. Roots of unity. — Let ` be any positive integer. If ` is even, set l = 2` while if ` is odd, we define
l = ` or 2`. Let Zl = Zu/(Φl(u)) where Φd is the d-th cyclotomic polynomial. In this section, we only
consider φ : Zu→ A which factors through Zl , i.e. Φl(φ(u)) = 0. For ζ ∈ C a primitive l-th root of unity,
we define the corresponding map φζ : Zu→ C sending u 7→ ζ . With respect to this map, we then write

U̇ζ (D) := C⊗Zu U̇Zu(D). (7.13)

7.3.2. On Rep(U̇ζ (D)). — The category Rep(U̇ζ (D)) is isomorphic to the category of finite dimensional
highest weight complex modules of type 1 of the (non-dotted) quantum group at a root of unity (as defined
as in [6, Definition 1.1], see also [59]). For λ ∈ X+, we denote by ∆λ the specialization of the modules Λλ

defined in §7.1.5. We denote by ∇λ the costandard object of highest weight λ (for its construction, which
is essentially ‘dual’ to that of ∆λ , we refer to either [46] where they are denoted by H0(λ ) in or to [29]
where they are denoted as A(λ )). The characters of both standard and costandard modules are given by the
Weyl character formula. Let Lλ be the simple module with highest weight λ ∈ X+ in Rep(U̇ζ (D)). Their
characters are given by Lusztig’s conjecture (see, for example [46, Appendix H.12]).
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7.3.3. Tilting modules. — Tilting modules are a class of representations that naturally appear when study-
ing Rep(U̇ζ (D)). They are objects admitting both a filtration by standard modules and a filtration by co-
standard modules. Andersen [4, Theorem 2.5] showed (using ideas from modular representation theory)
that there exists a unique indecomposable tilting module in Rep(U̇ζ (D)) with highest weight λ ∈ X+. We
shall denote such a tilting by Tλ . See [5, §2] for an explicit construction of Tλ .

The characters of Tλ are known due to the work of Soergel [90, 91] in many cases.

7.3.4. On Rep(U̇(Dl)). — If (I, ·,D) is our given root datum, where D = (Y,{ǎi},X ,{ai}) is as-
sumed of adjoint type, we may construct the l-twisted root datum (I,◦l,Dl) as in §3.2.8. Denoting
Dl := (Yl,{ã∨i },Xl,{ãi}), we have that ã∨i = l−1

i ǎi, ãi = liai where li were defined in §3.2.8. With respect
to (I,◦l) we then have ui := ul2

i (cf. [71, 35.2.1]) so that if we are working with a map φ : Zu → A as in
the previous section, we are necessarily in the quasi-classical case. So, for example U̇C(Dl) for the map
Zu→ C,v 7→ ζ is a quasi-classical specialization of U̇Zu(Dl), and hence from (7.12)

RepC(U̇(Dl))∼= Rep(Gl(C)), (7.14)

where G` is the algebraic group with root datum Dl .

7.3.5. Quantum Frobenius. — For any φ : Zl → A as in §7.3.1, the quantum Frobenius morphism of
Lusztig, see [71, Ch. 35], is the unique A-algebra homomorphism Fr : U̇A(D)→ U̇A(Dl) such that for
all i ∈ I,n ∈ Z and ζ ∈ X we have

Fr : E(k)
i 7→

E

(
k
li

)
i 1ζ if k ≡ 0 mod li,

0 otherwise
and Fr : F(k)

i 7→

F

(
k
li

)
i 1ζ if k ≡ 0 mod li,

0 otherwise .
(7.15)

Using this map of algebras, we can define a fully faithful and exact embedding

Fr : CA(Dl)→ CA(D). (7.16)

For Zu→ C,v 7→ ζ as above, we obtain a functor

Fr : Rep(GDl (C))→ Rep(U̇ζ (D)). (7.17)

Replacing D by Ď, writing Ďl =
(
D(Q,l)

)∨ for (Q, l) as in §3.2.8, and setting Ǧ` := GĎl
, we have

Fr : Rep(Ǧ`(C))→ Rep(U̇ζ (Ď)). (7.18)

The simples in Rep(Ǧ`(C)), which we’ll denote from now on as V
λ̌

, are parametrized by λ̌ ∈ Yl,+ which
we regard as a subset of Y+ (the latter is the set parametrizing simples Lµ̌ in Rep(U̇ζ (Ď)).) As Fr is exact,
Fr(V

λ̌
) ∈ Rep(U̇ζ (Ď)) for λ̌ ∈ Yl is again simple. Unlike the general simple in the latter, one can explicitly

write down the character of these simples using a dilation of the Weyl character formula [71, Prop. 35.3.2].

7.3.6. Tensor product theorems. — Recall the notion of restricted weights from §3.4.9 and consider the
box in the affine root system determined by Ďl . Concretely,

�l = {λ̌ ∈ Y | 0≤ 〈λ̌ ,ai〉< li, for all i ∈ I}, (7.19)

and we note that each λ̌ ∈ Y+ can be decomposed uniquely as λ̌ = λ̌0 + η̌ where λ̌0 ∈�l and η̌ ∈ Yl.

Theorem. — Let λ̌0 ∈�l and η̌ ∈ Ỹl,+.

1. (Steinberg-Lusztig) We have an isomorphism of modules

L
λ̌0+η̌

' L
λ̌0
⊗Fr(Vη̌). (7.20)

2. (Tilting) Writing λ̌
†
0 := λ̌0 ·w0 +2(ρ̃∨− ρ̌), we have

T
λ̌

†
0 +η̌
' L

λ̌
†
0
⊗Fr(Vη̌). (7.21)
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The first is the analogue Steinberg tensor product theorem from modular representation theory which has
been proved for l odd by Lusztig [67] (for general l, see [7]). The second is due to Andersen [4, Corollary
5.10] , and follows closely from related results by Donkin in the mod p literature.

7.4. Background on enriched Grothendieck rings. —

7.4.1. Enriched Grothendieck rings of highest weight categories. — Given an abelian category C , it is
natural to consider the derived bounded category Db(C ) (see [41, Chapter III] for definitions and basic
properties of derived categories). The Grothendieck ring does not distinguish between the C and Db(C ),
namely K0(C ) ' K0(Db(C )). For a natural class of categories arising in representation theory, a finer in-
variant called the enriched Grothendieck group was introduced in [29] to partially remedy this deficiency.
To introduce it, let τ be an indeterminate and consider the ring Z[τ,τ−1] of Laurent polynomials(8). Let
C be a highest weight categories as introduced in [27] with weight poset Λ indexing simple objects in C .
Define the full additive subcategories Ê L ⊂ Db(C ) and Ê R ⊂ Db(C ) as in [29, Section 2]. Then KL

0 (C ) is
the free abelian group generated by symbols [X ],X ∈ Ê L subject to the relation [X ]+ [Z] = [Y ] if there is a
distinguished triangle X → Y → Z in Ê L. One may define KR

0 (C ) similarly.

7.4.2. Inner products. — Let C be a highest weight category equipped with weight poset Λ+. For λ ∈Λ+,
we denote by ∆λ the standard object of highest weight λ (also known as the Weyl module) and by ∇λ the
costandard object of highest weight λ (which is the induced module and denoted H0(λ ) in [46]). Let Lλ be
the simple module with highest weight λ ; it appears as the unique irreducible quotient of ∆λ .

Proposition. — [29, Proposition 2.3] The spaces KL
0 (C ) and KR

0 (C ) are free Z[τ,τ−1]-modules with basis
given by {[∆λ ],λ ∈ Λ+} and {[∇λ ],λ ∈ Λ+}, respectively. Moreover, there is a natural non-degenerate,
sesquilinear pairing

〈·, ·〉 : KL
0 (C )×KR

0 (C )→ Z[τ,τ−1]; 〈[V ], [W ]〉= RHom(V,W ) := ∑i≥0 τ−i dim(ExtiC (V,W )). (7.22)

Under this pairing [∆µ ], [∇η ] form dual bases, i.e., 〈[∆µ ], [∇η ]〉= δµ,η for µ,η ∈ Λ+.

Using this pairing, for V ∈ C its image V in KR
0 (C ) may be written as

[V ] = ∑
µ

〈[∆µ ], [V ]〉 [∇µ ]. (7.23)

Remark. — Note that in (7.22) we are using τ−1 instead of the t of [29]. This is done to make the matching
with the results in §3.3 easier.

7.4.3. A trivial example. — Let (I, ·,D) be a root datum, and G the corresponding algebraic group. Then
Rep(G(C)), the semi-simple category of finite-dimensional representations of G(C), is a highest weight
category and there are natural Z[τ,τ−1] isomorphisms

KL
0 (Rep(G(C)))' KR

0 (Rep(G(C)))' Z[τ,τ−1]⊗Z K0(Rep(G(C))). (7.24)

Let us denote by K�0 (Rep(G(C))) the space Z[τ,τ−1]⊗Z K0(Rep(G(C))).

7.5. Extension formulas in Rep(U̇ζ (Ď)). — In this section we need to make more stringent requirements
on D and `. Fix D = (Y,{ǎi},X ,{ai}), which implies Ď = (X ,{ai},Y,{ǎi}). We emphasize that all repre-
sentations from now onwards will be over C. Our restrictions are:

– We assume (I, ·,D) is simply-connected. This means Ď is of adjoint type and so admits a primitive
twist (Q̌, l) for any l. The quantum group U̇ζ (Ď) is also isomorphic to the quantum group associated
to a semi-simple Lie algebra U̇ζ (g).

(8)At the categorical level, τ−1 will correspond to the exact functor t : Db(C )→Db(C ) that maps τ−1 : X 7→ X [−1] on objects and
t : f 7→ f [−1] on morphisms.
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– We choose l larger than the Coxeter number of the semi-simple Lie algebra g of Cartan type given by
(I, ·) and also that l is KL-good (as defined in [92, §7]). Under these assumptions, one can invoke the
Kazhdan–Lusztig equivalence [57].

Under the first assumption, it is known that Rep(U̇ζ (Ď)) is a highest weight category see [28], see also
[59, §2]. It has standard objects ∆λ := Λλ ,C, costandard objects which we denote as ∇λ and irreducibles Lλ

for λ ∈ Y+. The second assumption is needed because we use a result of Ko (Proposition 7.5.3).

7.5.1. — Under the assumptions above, the spaces KL
0 (Rep(U̇ζ (Ď))) and KR

0 (Rep(U̇ζ (Ď))) are free
Z[τ,τ−1]-modules with (dual) bases given by the classes [∆

λ̌
] and [∇

λ̌
], respectively, for λ ∈ Y+. We

will mostly be working with KR
0 (Rep(U̇ζ (Ď))). Recall that K�0 (Rep(Ǧ`(C))) defined in §7.4.3 has ba-

sis [Vη̌ ], η̌ ∈ Yl,+. The quantum Frobenius map (7.18) equips KR
0 (Rep(U̇ζ (Ď))) with the structure of a

K�0 (Rep(Ǧ`(C)))-module defined as follows: for V ∈ Rep(Ǧ`(C)) and W ∈ Rep(U̇ζ (Ď)), then

[W ]� [V ] = [W ⊗Fr(V )] ∈ KR
0 (Rep(U̇ζ (Ď)). (7.25)

The Z[τ,τ−1]-module KR
0 (Rep(U̇ζ (Ď)) also has another basis coming from simple modules [L

λ̌
], λ̌ ∈Y , and

Theorem 7.3.6(1) implies that for λ̌0 ∈�l and η̌ ∈ Yl,+, one has

[L
λ̌0
]� [Vη̌ ] = [L

λ̌0+η̌
] ∈ KR

0 (Rep(U̇ζ (Ď)). (7.26)

This relation determines the structure of KR
0 (Rep(U̇ζ (Ď)) as a K�0 (Rep(Ǧ`(C)))-module in the following

sense: if λ̌ ∈ Y+ and η̌ ∈ Yl,+, we write λ̌ = λ̌0 + η̌ ′ with λ̌0 ∈�l and η̌ ′ ∈ Yl,+, and then we can compute

[L
λ̌
]� [Vη̌ ] =

(
[L

λ̌0
]� [Vη̌ ′ ]

)
� [Vη̌ ] = [L

λ̌0
]� ([Vη̌ ′ ] · [Vη̌ ]), (7.27)

where [Vη̌ ′ ] · [Vη̌ ] is computed in K�0 (Rep(Ǧl(C)) using the usual Littlewood–Richardson coefficients.
Alternatively, the Z[τ,τ−1]-module KR

0 (Rep(U̇ζ (Ď)) also has another basis consisting of indecompos-
able tilting modules [T

λ̌
], λ̌ ∈ Y and if λ̌ = λ̌0 + η̌ with λ̌0 ∈�l and η̌ ∈ Yl,+, Theorem 7.3.6 implies that

[T
λ̌

†
0
]� [Vη̌ ] = [T

λ̌ † ] ∈ KR
0 (Rep(U̇ζ (Ď)). (7.28)

7.5.2. — Recall the Hecke algebra H̃sph = H̃sph(D)' Hsph(D(Q,l)) from §3.8.1. It is a standard fact that

K�0 (Rep(Ǧ`(C)))' Z[Yl]
W ' H̃sph, (7.29)

where in §3.8.1 we used Ỹ for Yl . The space Ṽsph from §3.7.3 is a H̃sph-module, where we take the twist (Q, l)
to be a multiple of a primitive twist (Qprim, l). Using Proposition 3.9.1 and Theorem 7.3.6(1), we deduce:

Proposition. — The map Φ : KR
0 (Rep(U̇ζ (Ď))→ Ṽsph sending [L

λ̌
] 7→ [G−

λ̌
] for λ̌ ∈ Y+ is an isomorphism

of Z[τ,τ−1]-modules which intertwines the K�0 (Rep(Ǧ`(C)))' H̃sph actions. In particular,

Φ(v)? cµ̌ = v� [Vµ̌ ] for v ∈ KR
0 (Rep(U̇ζ (Ď)), µ̌ ∈ Yl,+. (7.30)

7.5.3. — Let W̃aff := Waff(I,◦l,D
∨
l ). Let us also recall the definition of A

•
−,n from §3.4.7, which is again

defined for root datum (I,◦l,D
∨
l ). The following result of Ko will be used in our matching.

Proposition. — [59, Thm. 4.10] Fix η̌ ∈A•−,n and J ⊂ Iaff as in (3.78) and let x,y∈Waff such that η̌ •x, η̌ •
y ∈ Y+. Then

〈[∆η̌•y], [Lη̌•x]〉= ∑
z∈J(W̃l)

(−τ
−1)`(z)m−zy,x. (7.31)

Proof. — This is essentially the result of [59, Thm. 4.10]; we will now explain how to translate it into our
setting. Unlike op. cit, we use a right action of W̃l on the weight lattice as opposed to a left action. As such,
x•λ in op. cit corresponds to our λ •x−1. Now the t in op. cit corresponds to our τ−1 and t`(x)−`(y)Py,x(t−1)
from (2.3.1) in op. cit (which, we note, matches with the my,x(t) in [46, II.C.2] needs to be replaced with
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m−y−1,x−1 in our conventions, since MJ in (3.43) is a left module for HW while [46] works with right modules
and Jantzen’s m is our m−). Finally, we note that the expression

t`(x)−`(y)PJ
y,x(t

−1) := t`(x)−`(y) ∑
z∈(W̃aff)J

(−1)l(z)Pyz,x(t−1) = ∑
z∈(W̃aff)J

(−t)l(z)t`(x)−`(yz)Pyz,x(t−1)

in [59, §4.2] matches to Jantzen’s [46] ∑z∈(W̃l)J
(−t−1)`(z)myz,x(t) which in turn matches to our

∑
z∈J(W̃l)

(−τ
−1)`(z)m−zy,x.

7.5.4. — The following result follows immediately by combining Propositions 7.5.2 and 7.5.3, (7.29) and
(3.128) and the definition of Qλ̌

η̌ ,µ̌ in (3.134).

Proposition. — For any µ̌ ∈ Y+ and λ̌ ∈ Yl,+ we have

[∇µ̌ ]� [V
λ̌
] = ∑

η̌∈Y
Qλ̌

η̌ ,µ̌ [∇η̌ ]. (7.32)

Proof. — It suffices to show that for any µ̌ ∈ Y+, we may write

[Lµ̌ ] = [∇µ̌ ]+ ∑
ξ̌<µ̌

o−
µ̌,ξ̌

[∇
ξ̌
]. (7.33)

We know that o−
µ̌,ξ̌

= o−y,x, so the result above follows by (7.23), (3.129) and (7.31).

Remark. — The proof presented for this result is not optimal as it assumes (via the dependence on [59])
the graded version of Lusztig’s conjecture. The restrictions on l which we place (especially l being KL-
good) stem from the application of Kazhdan–Lusztig equivalence that is used to prove this conjecture. We
believe(9) there should be a proof that bypasses this work and just uses the fact ∇µ̌⊗Fr(V

ζ̌
) has a ∇ filtration

where the successive quotients can be expressed combinatorially.

7.5.5. On tiltings and dualities. — Using the Zτ -module KL
0 (Rep(U̇ζ (Ď)) allows us to naturally connect

(at least conjecturally) the tilting modules with the polynomials o
λ̌ ,µ̌ . Recall that o

λ̌ ,µ̌ ∈ Z+
τ , so we do not

expect it to arise from an inner-product of the type introduced in Proposition 7.4.2, which would take values
in τ−1. On the other hand, one may just take o

µ̌,λ̌ ∈ Z−τ and posit that

〈T
λ̌
,∇µ̌〉= o

µ̌,λ̌ . (7.34)

If this were true, then in KL
0 (Rep(U̇ζ (Ď)), we would have

[T
λ̌
] = [∆

λ̌
]+ ∑

µ̌<λ̌

〈T
λ̌
,∇µ̌〉 [∆µ̌ ] = [∆

λ̌
]+ ∑

µ̌<λ̌

o
µ̌,λ̌ [∆µ̌ ] (7.35)

We could not find a reference for (7.34) in the literature, though it does seem to hold at the level of specialized
characters from the work of Soergel [91]. Actually, (7.34) seems to be the content of certain Koszul type
dualities at the categorical level (see [1, §1.3]); it is also consistent with the known multiplicity of ∇µ̌ in a
∇-flag of T

λ̌
(the later of which produces character formulas for many T

λ̌
, see [90, §7] and [91]).

(9)We thank Hankyung Ko and Catharina Stroppel for discussions and advice on this point.
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8. Main result and applications

In this section we formulate the main connection between the results in Part I, II, and §7. In §8.1,
the main result is formulated and the consequecnes for Lysenko’s Lysenko’s conjecture in the ‘quantum’
Geometric Langlands program are draw. In §8.2, an extension of Savin’s local Shimura correspondence to
the Whittaker level is formulated. We use this to highlight certain classical behaviors within metaplectic
Whittaker spaces connecting to recent work of Gao–Shahidi–Szpruch [39]. In §8.3, we describe some
combinatorial properties and a formulate some questions concerning the different basis of Wψ(G̃,K).

8.1. The main result. — Let us review the different settings which our main result will bring together.

8.1.1. The generic case. — Fix (I, ·,D) a root datu, written D̃ = (Y,{ǎi},X ,{ai}), a (Q,n) a twist on
D, and associated twisted root datum (I,◦(Q,n),D̃) where D = (Ỹ ,{ã∨i },X ,{ãi}). Assume that D̃ is of
simply-connected type and construct the Hecke algebra H̃aff := Haff(D̃) and its module V as in §4.2. V has
a decomposition V =⊕

η̌∈A•−,n
V(η̌) into H̃aff-submodules and bases {v

λ̌
} and {Y

λ̌
} for λ̌ ∈ Y .

At the spherical level, we have H̃sph := εH̃affε and its module Vsph = {[w] | w ∈ V}, where [w] := wε for
any w ∈ V. The algebra H̃sph is equipped a basis c̃

λ̌
while the module Vsph is equipped with bases [v

λ̌
], [G

λ̌
],

and [G−
λ̌
] (all indexed by λ̌ ∈ Y+), as well as their rescaled versions [Y

λ̌
], [G

λ̌
], [G−

λ̌
] for λ̌ ∈ Y+, where

[v
λ̌
] = κ(λ̌ )[Y

λ̌
], [G−

λ̌
] = κ(λ̌ )[G−

λ̌
], and [G

λ̌
] = κ(λ̌ )[G

λ̌
], (8.1)

and κ(λ̌ ) is a product involving the Gauss sum parameters as in (4.40).

8.1.2. The quantum case. — Assume that D is of simply-connected type (i.e., Ď is of adjoint type.) For
any positive integer `, define the integer l as in §7.3.1 and construct the corresponding quantum group at a
primitive l-th root of unity U̇ζ (Ď). Write (Q, l) for the primitive twist on D (see §3.2.8) so that (D(Q,l))

∨

is equal to Ďl , the l-twist from the theory of quantum groups at roots of unity. In §7.5.1 we constructed the
module KR

0 (Rep(U̇ζ (Ď))) for the algebra K�0 (Rep(Ǧ`(C))). The module is equipped with bases of simple
modules {[L

λ̌
]}, indecomposable tilting modules [T

λ̌
], and costandard modules {[∇

λ̌
]} for λ̌ ∈ Y+. On the

other hand, the algebra K�0 (Rep(Ǧ`(C))) comes equipped with bases [Vη̌ ], η̌ ∈Yl,+, and its (right) action on
KR

0 (Rep(U̇ζ (Ď))) is denoted by�, i.e. [W ]� [V ] = [W⊗Fr(V )] for W ∈Rep(U̇ζ (Ď)) and V ∈Rep(Ǧ`(C)).

8.1.3. The p-adic case. — Fix ψ an additive character of conductor 0 of the local field F of residue char-
acteristic q, an integer n such that q ≡ 1 mod 2n, and ε : µn→ C∗ as in §5.3.4. We assume now that both
(I, ·,D) and (I,◦(Q,n),D̃) are of simply-connected type. In Part II, we have constructed a metaplectic group
G̃ with associated spherical and Iwahori–Hecke algebras of genuine functions H(G̃, I−) and H(G̃,K) as
well as their Whittaker modules Wψ(G̃, I−) and Wψ(G̃,K), respectively. The right actions of the Hecke al-
gebras were denoted by ?. We recall that Wψ(G̃,K) has a natural p-adic basis which we write as J̃µ̌ , µ̌ ∈Y+
as well as corresponding canonical bases that were denoted as L̃µ̌ and T̃µ̌ . The algebra H(G̃,K) has a nat-
ural basis c̃

λ̌
for λ̌ ∈ Ỹ+ which, under the Satake isomorphism, is mapped to the character of the associated

irreducible, highest weight representation V
λ̌

of the group G
(D̃)∨

(C).

8.1.4. — Connecting the above constructions, we have the following.

Theorem. — Let ` be a positive integer satisfying the assumptions in §7.5 and l defined as in §7.3.1.
Fix (I, ·,D) of simply connected type with primitive twist (Q, l) such that (D(Q,l))

∨ = Ďl is also of simply
connected type. The maps p : Zτ,g→C (see §2.0.11) and q : Zτ,g→Zτ (see §2.0.10) extend to isomorphisms
of C and Zτ -modules respectively that we continue to denote by the same name,

p : C⊗Zτ,g Vsph
'−→Wψ(G̃,K) sending [Yµ̌ ] 7→ Jµ̌ for µ̌ ∈ Y+, and (8.2)

q : Z[τ,τ−1]⊗Zτ,g Vsph
'−→ KR

0 (Rep(U̇ζ (Ǧ))) sending [Yµ̌ ] 7→ [∇µ̌ ] for µ̌ ∈ Y+. (8.3)
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The map p intertwines the H̃sph and H(G̃,K) actions, while q intertwines the H̃sph and K�0 (Rep(Ǧ`(C)))

actions. Moreover, p maps [G−
µ̌
] to L̃µ̌ , [Gµ̌ ] to T̃µ̌ . On the other hand, q sends [G−

µ̌
] (or [G−

µ̌
]) to [Lµ̌ ].

Remark. — In §8.1.6, we comment on the image of [Gµ̌ ] under the ’dual’ of q. Let us also mention here
that we may work on the p-adic side with a twist that is a multiple of a primitive twist, then the main theorem
will still hold after choosing l accordingly, see Remark 3.2.8.

As for the proof of this theorem: first on the quantum side, the theorem follows from the main results of §7:
Theorem 7.3.6 and Proposition 7.5.4; on the p-adic side, the theorem follows from Proposition 6.3.1.

8.1.5. Lysenko’s Conjecture. — Within the quantum Langlands program (see [35]), Lysenko [72, Con-
jecture 11.2.4] formulated the Casselman–Shalika problem as giving an interpretation of a certain quantity
(see [72, equation (62)])– essentially, the function-sheaf equivalent of our J̃µ̌ ? c̃

λ̌
– in terms of quantum

groups at a root of unity. He conjectured a precise relation in Conjecture 11.2.4 of loc. cit. and the follow-
ing result seems to answer the version of his conjecture that can be seen at the level of functions.

Corollary. — For λ̌ ∈ Y+,l , µ̌, η̌ ∈ Y+ there exist gQζ̌

µ̌,λ̌
∈ Zτ,g (defined uniqutely via (4.68)), such that

J̃µ̌ ? c̃
λ̌
= ∑η̌ p(

gQλ̌

η̌ ,µ̌)J̃η̌ and
[
∇µ̌

]
�
[
V

λ̌

]
= ∑η̌ q(

gQη̌

µ̌,λ̌
)
[
∇η̌

]
. (8.4)

The p-adic statement is Theorem 6.3.2, whereas the quantum statement is Proposition 7.5.4.

8.1.6. Tiltings, dualities, and inner-products. — Denote the map q : Zτ ⊗Zτ,g Vsph
'→ KR

0 (Rep(U̇ζ (Ď))

which sends [v
λ̌
] 7→ ∇

λ̌
by qL now, and let us define a corresponding ‘left’-variant

qL : Zτ ⊗Zτ,g Vsph
'−→ KL

0 (Rep(U̇ζ (Ď)) by sending [v
λ̌
] 7→ ∆

λ̌
, (8.5)

where [v
λ̌
] is the image of [v

λ̌
] under the involution d. Dualizing (3.128) one obtains

[G
λ̌
] = [v

λ̌
]+ ∑

µ̌<λ̌

o
µ̌,λ̌ [vµ̌ ], where o

µ̌,λ̌ ∈ Z−τ . (8.6)

Applying qL to the right hand side, we obtain [∆
λ̌
]+∑

µ̌<λ̌
o

µ̌,λ̌ [∆µ̌ ], which under assumption (7.34) is just
equal to [T

λ̌
], i.e. qL([G

λ̌
]) = [T

λ̌
] under this assumption. The map qL may be understoof as follows. The

pairing of Proposition 7.4.2

KL
0 (Rep(U̇ζ (Ď))×KR

0 (Rep(U̇ζ (Ď))→ Zτ (8.7)

is uniquely defined such that ∆
λ̌

and ∇
λ̌

are dual bases. Using the map qL and the diagram below, one
obtains a unique pairing on Zτ ⊗Zτ,g Vsph

Zτ ⊗Zτ,g Vsph × Zτ ⊗Zτ,g Vsph Zτ

KL
0 (Rep(U̇ζ (Ď)) × KR

0 (Rep(U̇ζ (Ď)) Zτ

qL qR (8.8)

such that [v
λ̌
] and [v

λ̌
] are dual bases.

Remark. — Presumably there is an inner product on Wψ(G̃,K) given in terms of p-adic integrals, defined
independently of our main result, but consistent with it. Such an inner product would allows us to give a
consistent p-adic interpretation of all quantum objects L

λ̌
,∆

λ̌
,∇

λ̌
and T

λ̌
simultaneously.

8.2. On the local Shimura correspondence. —
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8.2.1. — Let (I, ·,D) be any root datum equipped with a twist (Q,n) and corresponding twisted root datum
written now as D(Q,n) = (Y(Q,n),{ǎ(Q,n),i},X(Q,n),{a(Q,n),i}). Denote the algebraic group attached to this
twisted root datum as G(Q,n). Write G(Q,n) := G(Q,n)(F), and let I−(Q,n) and K(Q,n) be Iwahori subgroups and
compact subgroups defined in analogy with I− and K, respectively, where we note that a choice of dominant
chamber for the root system defined by D also picks one out in D(Q,n). In this notation, the local Shimura
correspondence of Savin [86], see (5.19) and (5.17), states

H(G̃, I−)'H(G(Q,n), I(Q,n)) and H(G̃,K)'H(G(Q,n),K(Q,n)). (8.9)

8.2.2. — Let ψ be an additive character on F of conductor 0 extended to the unipotent subgroup U(Q,n)
of G(Q,n) as in §6.1.1. We may then define Wψ(G(Q,n), I(Q,n)) and Wψ(G(Q,n),K(Q,n)) as the Iwahori and
spherical Whittaker spaces for the linear group G(Q,n). The structure of these modules over H(G(Q,n), I(Q,n))
and H(G(Q,n),K(Q,n)) was partially reviewed in §1.0.1. Let us also mention here some additional facts.

– It is known (see [24]) that Wψ(G(Q,n), I(Q,n)) is the anti-spherical module for H(G(Q,n), I(Q,n)) with

anti-spherical vector v
I−
(Q,n)

ψ,−ρ̃∨
∈Wψ(G(Q,n), I(Q,n)), i.e. Wψ(G(Q,n), I(Q,n)) ∼= C[Y(Q,n)] as vector spaces

and as a module over H(G(Q,n), I(Q,n))∼= HW ⊗C[Y(Q,n)], the structure is specified as follows: C[Y(Q,n)]

acts by translation and for each i ∈ I, Hsi acts on v
I−
(Q,n)

ψ,−ρ̃∨
via the scalar −τ−1.

– The space Wψ(G(Q,n),K(Q,n)) has a basis J(Q,n),µ̌ for µ̌ ∈ Y(Q,n),+ and H(G(Q,n),K(Q,n)) has basis c
λ̌

for λ̌ ∈ Y(Q,n),+ (see (1.6)). One has J(Q,n),0 ? c
λ̌
= J(Q,n),λ̌ .

8.2.3. — We may decompose Wψ(G̃, I−) ∼= C[Y ] into H(G̃, I−) submodules ⊕
η̌∈A•−,n

Wψ(G̃, I−)(η̌) as in
Proposition 6.2.5. Using Theorem 6.2.1 together with the observation that −ρ̌ •w =−ρ̌ for all w ∈W , we
conclude that Wψ(G̃, I−)(−ρ̌) has rank one as a module over C[Ỹ ] = C[Y(Q,n)]⊂H(G̃, I−) and the Hsi , i ∈ I
act on Ỹ−ρ̌ via the scalar−τ−1. The following may be seen as an Iwahori–Whittaker variant of Savin’s local
Shimura correspondence. It follows by using the description of Wψ(G(Q,n), I(Q,n)) in the previous paragraph.

Proposition. — The map sending Ỹ−ρ̌ 7→ v
I−
(Q,n)

ψ,−ρ̃∨
extends to a unique isomorphism of H(G̃, I−)-modules

Wψ(G̃,K)(−ρ̌)
'−→Wψ(G(Q,n), I

−
(Q,n)). (8.10)

Remark. — Note that this isomorphism must send Ỹ−ρ̌+ρ̃∨ = Ỹ−ρ̌Yρ̃∨ to v
I−
(Q,n)

ψ,−ρ̃∨
Yρ̃∨ = v

I−
(Q,n)

ψ,0 . This compu-
tation explains the appearance of the coweight −ρ̌ + ρ̃∨ in the next paragraph.

8.2.4. — From Corollary 6.3.1, we have a decomposition Wψ(G̃,K) = ⊕
η̌∈A•−,n

Wψ(G̃,K)(η̌) into

H(G̃,K)-modules. One observes that Wψ(G̃,K)(−ρ̌) :=Wψ(G̃, I−)(−ρ̌)? eK is a free rank one H(G̃,K)-
module. Within it, consider the elements J̃−ρ̌+ρ̃∨+µ̌ = Ỹ−ρ̌+ρ̃∨+µ̌ ? eK for µ̌ ∈ Ỹ+ = Y(Q,n),+, where we note
that µ̌ ∈ Ỹ+ implies −ρ̌ + ρ̃∨+ µ̌ ∈ Y+. The spherical extension of the previous result can now be stated:

Proposition. — There is an isomorphism of H(G̃,K)-modules

Wψ(G̃,K)(−ρ̌)
'−→Wψ(G(Q,n),K(Q,n)) (8.11)

which is defined by sending J̃ρ̃∨−ρ̌ 7→ J(Q,n),0. For µ̌ ∈ Ỹ+, one has the following analogue of (1.5):

J̃ρ̃∨−ρ̌ ? c̃µ̌ = J̃ρ̃∨−ρ̌+µ̌ , (8.12)

Equation (8.12) together with Theorem 6.3.2 imply

Corollary. — Let µ̌ ∈ Ỹ+. Then J̃ρ̃∨−ρ̌+µ̌ = L̃ρ̃∨−ρ̌+µ̌ = T̃ρ̃∨−ρ̌+µ̌ .
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8.2.5. Quantum group interpretation. — On the quantum group side, Corollary 8.2.4 and equation (8.12)
correspond to the fact that in Rep(U̇ζ (Ď)) the representation Lρ̃∨−ρ̌+µ̌ for µ̌ ∈ Ỹ+ is equal to the costandard
and indecomposable tilting corresponding to the same weights (see [75, Corollary 6.8] and [4]). In partic-
ular, equation (8.12) ‘corresponds’ on the quantum side to [75, Lemma 5.2]. The space Lρ̃∨−ρ̌ is called the
Steinberg representation and plays an important role on the quantum side (see [4]).

8.2.6. Relation to the p-adic literature. — An asymptotic or usual Casselman–Shalika formula (in the
terminology of our introduction) was found in [39] for the same coweight ρ̃∨− ρ̌ at the level of unramified
Whittaker functions on the metaplectic group. In [18, Section 5] a similar result is shown using integrable
systems techniques for certain metaplectic covers of GLr. Actually in op. cit. multiple coweights where
similar phenonemon occur are shown. This stems from the fact that glr is not semisimple. In the semi-simple
case, one expects that ρ̃∨− ρ̌ will be the only point at which such phenomenon can occur.

We also note here a proof of the classical (non-metaplectic) Casselman–Shalika formula in terms of the
Steinberg-Lusztig theorem was given in [62, Theorem 2.3].

8.3. Whittaker functions and g-twisted combinatorics. — In this section we discuss in more detail the
g-coefficients which arise in our work and mention a few questions that can be solved using the connections
to the theory of quantum groups. We fix the same notation and hypotheses as in §8.2.

8.3.1. The µ̌-large asymptotic Casselman–Shalika formula. — Let µ̌ ∈Y+ and λ̌ ∈ Ỹ+. As in (6.29), write

J̃µ̌ ? c̃
λ̌
= ∑

ζ̌∈Y+
gQζ̌

µ̌,λ̌
J̃

ζ̌
or equivalently [Yµ̌ ]? c̃

λ̌
= [Yµ̌ ]♦χ

λ̌
= [Yµ̌ ·χλ̌

(Y )] = ∑
ζ̌∈Y+

gQζ̌

µ̌,λ̌
[Y

ζ̌
]. (8.13)

In general, straightening rules may be needed to rewrite the product [Yµ̌ · χλ̌
(Y )] in terms of the basis [Y

λ̌
]

with λ̌ ∈ Y+. However, if µ̌ is large compared to λ̌ in the sense that µ̌ + ζ̌ ∈ Y+ for any ζ̌ appearing as a
weight of the representation V

λ̌
, then no such straightening relations are necessary. We shall say that µ̌ is

λ̌ -stable if this condition is satisfied. Equations (4.67) and (4.69) can be used to show:

Proposition. — Let λ̌ ∈ Ỹ+ and let µ̌ ∈ Y+ be λ̌ -stable. Writing χ
λ̌
(Y ) = ∑

ζ̌∈Ỹ a
λ̌ ,µ̌Yµ̌ , for a

λ̌ ,µ̌ ∈ Z,

[Yµ̌ ]? c
λ̌
= ∑

ζ̌∈Ỹ
ga

λ̌ ,ζ̌
[Y

µ̌+ζ̌
] where ga

ζ̌ ,µ̌
:= κ(µ̌)κ(λ̌ )−1a

ζ̌ ,µ̌
. (8.14)

There are well-known combinatorial interpretations of the coefficients a
λ̌ ,ζ̌

. For example, in type A the
Weyl character is written as a sum over Gelfand–Tsetlin patterns and the coefficients are the number of
certain Young Tableaux (there are generalizations of this result to orthogonal and symplectic characters).
This result and Proposition 6.3.1 produce simple combinatorial formulas for J̃

λ̌
? c̃

ζ̌
in the stable range:

J̃µ̌ ? c̃
λ̌
= ∑

ζ̌∈Ỹ

ga
λ̌ ,ζ̌

J̃
µ̌+ζ̌

. (8.15)

Similar formulas for J̃
λ̌
? h̃

ζ̌
have been used in the study of Weyl group multiple Dirichlet series [19, 20].

8.3.2. On g-twisted LLT polynomials. — The quantum specializations Qη̌

µ̌,λ̌
are known to have non-

negative coefficients by the work of Grojnowksi and Haiman [43, Theorem 5.9]. We may use gQη̌

µ̌,λ̌
to

define g-twisted LLT polynomials by using the formula after [43, Eq. (13)]. Among the connections
between LLT polynomials and Macdonald polynomials, let us note that it is proven in op. cit. that the
Schur polynomial expansion of transformed Macdonald polynomials are positive by using an expression
of transformed Macdonald polynomials in terms of LLT polynomials. This suggests there might exist
connections between g-twisted LLT polynomials and the metaplectic Macdonald polynomials of [83, 84].
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8.3.3. On the inverse g-twisted Kazhdan–Lusztig polynomials. — Consider the basis J̃
λ̌

and L̃
λ̌

of the
Whittaker space Wψ(G̃,K) introduced in §6.3.1. If we define gd

λ̌ ,µ̌ ∈ C as the expansion coefficients in

J̃
λ̌
= ∑

µ̌∈Y+

gd
λ̌ ,µ̌L̃µ̌ , (8.16)

then it is a natural question to understand when these coefficients are non-zero.
As in the representation theory of quantum groups, we say that λ̌ ∈ Y+ is strongly linked to µ̌ ∈ Y+

(see [6, §3]) if there exists a chain µ̌ = µ̌1, µ̌2, · · · , µ̌r = λ̌ of elements in Y+ such that

µ̌ j−1 = µ̌i • s
β̌ j
+m j l

β̌ j
β̌ j ≤ µ̌i for β̌ j ∈ Ř+,mi ∈ Z, i = 2, · · · ,r . (8.17)

In the equation above lα j is the integer l j defined in §3.2.8 when α j is a simple positive coroot. Otherwise,
for any coroot β̌ , there exists a w ∈W such that β̌ = w(α̌ j), j ∈ I and we set l

β̌
= lα̌ j . The following is a

p-adic analogue of the strong linkage principle from the theory of quantum groups see [6, 8].

Proposition. — If the coefficient gd
λ̌ ,µ̌ 6= 0, then µ̌ is strongly linked to λ̌ .

Proof. — By the discussion in §4.3.3, the coefficients gd
λ̌ ,µ̌ 6= 0 will be non-zero if and only if their quan-

tum version d
λ̌ ,µ̌ is non-zero (they will differ by a quotient of κ factors which is product of Gauss sums).

The quantum coefficients are non-zero if a filtration of ∇
λ̌

by irreducibles contains Lµ̌ . The result follows
by the strong linkage principle see [8, Theorem 8.1][6, Theorem 3.13].

Remark. — It might be interesting to see if there is a purely p-adic proof of the above result. We also
remark that a similar result may be stated for the relation between J̃

λ̌
and T̃

λ̌
, whose proof would again rest

of the validity of (7.34).

8.3.4. On the principal submodule Wψ(G̃,K)(0). — In §8.2.4 we related the subspace Wψ(G̃,K)(−ρ̌)
with the non-metaplectic version of the spherical Gelfand–Graev representation. Let us now look the prin-
cipal subspace Wψ(G̃,K)(0). Let λ̌ ∈ Ỹ+ ⊂ 0•W̃aff∩Y+.

Recall that [Y
λ̌
] := Y

λ̌
ε can be thought of as an element in Zτ,g[Y ] obtained by acting with ε on Y

λ̌
,

where ε is defined in (3.87) and the action of the Hsi on Zτ,g[Y ] is the one from §4.2.1. On the other hand, in
(3.89), we introduced an action of HW on Zτ [Ỹ ] (this is not the quantum action considered above). Using it,
to each µ̌ ∈ Ỹ , we define an element [Ỹµ̌ ] := Ỹµ̌ε where Ỹµ̌ is a typical element in the group algebra Zτ [Ỹ ].

Denote by Π(Q,n) : Zτ,g[Y ]→ Zτ,g[Ỹ ] the natural projection sending Yµ̌ 7→ 0 if µ̌ /∈ Ỹ and Yµ̌ 7→ Yµ̌ if
µ̌ ∈ Ỹ . Now, one expects (as in [34, 75]) that Π(Q,n)([Yλ̌

]) ∈ C[Ỹ ] can be expanded to an identity in Zτ,g[Ỹ ].

Π(Q,n)([Yλ̌
]) = ∑

µ̌

gmµ̌

λ̌
[Ỹµ̌ ]. (8.18)

Specializing τ 7→ −1 in the identity above, which on the quantum group side means working with the
regular Grothendieck group instead of the enriched one, the corresponding specialized coefficients, denoted
gmµ̌

λ̌
, will be equal to (up to signs) the Littlewood–Richardson coefficients cµ̌+ρ̃∨−ρ̌

ρ̃∨−ρ̌,λ̌
for the group Ǧ(Q,n).

This essentially follows by comparing the work of Frenkel–Hernandez [34] and McGerty [75] (especially
Proposition 4.4 and Theorem 5.5 in loc. cit.) to our setting. We pose the problem to study the coefficients
gmµ̌

λ̌
for generic τ and give them a p-adic interpretation.
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